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EXECUTIVE SUMMARY

The concept of artificial intelligence (AI) sovereignty has entered policy discussions as gov-
ernments confront the strategic importance of AI infrastructure, data, and models amid rising 
dependence on a small number of firms and jurisdictions. This report defines AI sovereignty 
as a spectrum of strategies to enhance a country’s capacity to make independent decisions 
about critical AI infrastructure deployment, use, and adoption, rather than literal autarky. 
Motivations vary—from protecting national security and resilience and supporting economic 
competitiveness, to ensuring cultural and linguistic inclusion in model training and datasets 
and strengthening influence in global governance. These aims are often legitimate, but “sov-
ereign AI” can also become a vehicle for protectionism, fragmented markets and standards, 
and duplicative or stranded public investment. The central finding is that full-stack AI sov-
ereignty is structurally infeasible for almost any country because AI is a transnational stack 
with concentrated choke points across minerals, energy, compute hardware, networks, digital 
infrastructure, data assets, models, applications, and the crosscutting enablers of talent and 
governance. The practical alternative is “managed interdependence,” an approach that relies 
on strategic alliances and partnerships to reduce risks throughout the AI stack. Countries 
can operationalize managed interdependence by mapping dependencies by layer, prioritizing 
feasible interventions, diversifying suppliers and partners, and embedding interoperability and 
portability through technical standards, procurement, and governance. Done well, managed 
interdependence can strengthen resiliency and agency while preserving the benefits of open 
markets and cross-border collaboration.
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INTRODUCTION�

As artificial intelligence (AI) occupies an increasingly central role in global public policy and 
discourse, “AI sovereignty” has become part of many policymakers’ vocabularies. This term 
bundles several concepts of strategic, economic, and cultural autonomy by managing key 
infrastructure, data, and governance rules within jurisdictional boundaries. Its concerns stem 
from numerous objectives that reflect valid governmental interests as well as others that 
may prove counterproductive. AI rests on global foundations—transnational research collab-
orations, complex supply chains, information technology networks, and vast stores of data 
that reflect human knowledge and activity—from which no country can separate entirely. This 
report examines how valid aims of sovereign AI will require understanding and managing 
interdependencies.

The potential impact1 and rapid pace2 of AI development and diffusion have widened digital 
sovereignty concerns globally and given them added urgency. So too have the dominance of 
the United States and China in AI development and deployment and the geopolitical rivalry be-
tween these two global powers, as other countries seek to close gaps and avoid being caught 
in between. Ambitions around AI compute, data, and models take many forms as countries 
seek greater security, resilience, economic competitiveness, and cultural-linguistic inclusion 
through AI sovereignty strategies. With India, a leader in AI sovereignty initiatives, hosting the 
February 2026 AI Impact Summit,3 the topic will be on the international stage. 

There are sound reasons for countries to seek agency 
over AI systems. Clearly, support for multiple lan-
guages enhances the utility of AI, providing wider 
access to the knowledge and benefits that AI enables. 
Developing or operating AI systems domestically can 
provide societal benefits and is often deemed essen-
tial for national security and domestic and interna-
tional competition. These benefits are not guaranteed; 
their complexity and cost may render them infeasible 
or inefficient, and their performance, resiliency, and se-
curity may not equal those of international alternatives. 
As a result, sovereign AI systems may lead to stranded 
or underused investment. 

Sovereign AI systems could fragment markets, slow 
the global development and diffusion of AI, and reduce 
host countries’ economic competitiveness. Such 
systems can become tools for digital authoritarianism 

The potential impact 
and rapid pace of AI 
development and diffusion 
have widened digital 
sovereignty concerns 
globally and given them 
added urgency.

https://mitsloan.mit.edu/ideas-made-to-matter/how-artificial-intelligence-impacts-us-labor-market
https://www.microsoft.com/en-us/corporate-responsibility/topics/AI-Economy-Institute/reports/Global-AI-Adoption-2025/
https://impact.indiaai.gov.in/
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within countries, eroding individual rights. Some countries pursue sovereign AI to secure in-
fluence within emerging global AI governance networks. Without coordination across borders, 
fragmented AI systems could reduce interoperability among AI systems. Conversely, some 
countries with global influence have pursued “sovereign AI strategies” to cement or extend 
existing dominance.

Thus, AI sovereignty presents complex trade-offs and necessitates key questions for global AI 
players, including the United States and China, as they seek to diffuse their AI products and for 
many other countries that want their own AI systems. 

	y How can countries capture the economic benefits of domestic AI systems while avoiding 
inefficient investments, underperformance, and reduced competitiveness?

	y How should countries reconcile AI sovereignty with international cooperation in areas like 
safety and security? 

	y How can governments ensure that sovereign AI systems protect human rights rather than 
serve as instruments of digital authoritarianism?

	y How can countries manage such objectives in ways that avoid fragmentation or stranded 
investment?

This report examines these trade-offs and how governments can manage them. It describes 
the aims and motivations of AI sovereignty aspirations, the geopolitical landscape in which 
they operate, and how various governments are responding. Then, the report proposes a 
policy framework that focuses on a carefully tailored assessment of advantages and vulnera-
bilities tied to the essential building blocks of AI—the various layers of the AI value chain and 
ecosystems that comprise the AI stack—and the dependencies that they present. The trade-
offs call for what we describe as “managed interdependence,” reconciling state autonomy 
with necessary and beneficial international cooperation and coordination. The report consid-
ers how countries can navigate these trade-offs in the context of a turbulent global order.
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PART I.�  
WHAT IS AI 
SOVEREIGNTY?

Sovereignty in the digital arena emerged from the 
development of the global internet. Early internet ex-
ceptionalism4 argued that the internet was immune to 
state control; even so, states and policymakers have 
come to see digital space as a critical domain of na-
tional policy and have asserted sovereignty in various 
ways. As Jack Goldsmith and Tim Wu wrote5 in 2006, 

“Territorial government is a persistent fact of human 
history that accommodates humanity in its diversity 
and allows it to flourish,” and “the United States, China, 
and Europe are using their coercive powers to estab-
lish different visions of what the Internet might be.”

China has been the most assertive in exercising such 
powers,6 beginning with its Great Firewall and restric-
tions on service providers that drove out Google and 
Yahoo. This greatly expanded state control over infor-
mation flows and public opinion under a “cyber sover-
eignty” policy—articulated in a 2010 white paper7—and 
excluded foreign competitors,8 including Facebook, 
Google, and Twitter. “Sovereignty” in this approach 
is a matter of state sovereignty. Europe has made 

“digital sovereignty”9 a feature of an ambitious digital 
agenda aimed at setting global rules for the digital 
economy via the Brussels effect,10 as the General Data 
Protection Regulation11 (GDPR) did.12 In this approach, 
sovereignty is a broader concept that encompasses 
choice and agency for society as a whole. Other coun-
tries have drawn digital regulations from these road-
maps, such as requirements for localized storage13 of 
data gathered on their territory or restrictions on social 
media providers.14

AI sovereignty extends these previous sovereignty 
claims across the AI stack, from content and data to 
compute, models, and other dependencies. The quest 
for sovereignty comprises four groups whose position-
ing is detailed in Figure 1.

1.	 Broad stack leaders: the United States, China, and 
the European Union, which have invested the most 
and have the most integrated AI stacks (though not 
fully integrated).

2.	 Coordinated stack builders, such as India, Japan, 
and the United Kingdom, each of which has 
strengths across several major layers of the AI 
stack (through prominence in AI supply chains, 
strong domestic talent, high capital for investment, 
or national interest/attention to sovereign AI) but 
not across the entire system.

3.	 Strategic layer specialists, including Canada, 
Germany, Singapore, and South Korea, which 
are strong in particular layers of the AI stack but 
remain heavily dependent on other countries for 
essential elements like minerals, chips, data, talent, 
and compute.

4.	 Other countries beginning AI deployment, whose 
contribution to the AI value chain has been over-
looked but whose growing population will make it 
a significant factor as AI is diffused. These catego-
ries describe positions within the global AI ecosys-
tem, not stages of development or paths toward a 
single model of AI sovereignty.

Drivers of AI sovereignty

https://www.eff.org/cyberspace-independence
https://www.eff.org/cyberspace-independence
https://academic.oup.com/book/40780
https://carnegieendowment.org/research/2025/07/chinas-ai-policy-in-the-deepseek-era?lang=en
https://carnegieendowment.org/research/2025/07/chinas-ai-policy-in-the-deepseek-era?lang=en
http://www.china.org.cn/government/whitepaper/node_7093508.htm
https://www.businessinsider.com/major-us-tech-companies-blocked-from-operating-in-china-2019-5
https://policyreview.info/concepts/digital-sovereignty
https://scholarship.law.columbia.edu/books/232/
https://eur-lex.europa.eu/eli/reg/2016/679/oj/eng
https://eur-lex.europa.eu/eli/reg/2016/679/oj/eng
https://cepa.org/comprehensive-reports/mapping-the-brussels-effect-the-gdpr-goes-global/
https://captaincompliance.com/education/data-localization-laws-by-country/
https://www.reuters.com/world/asia-pacific/australia-europe-countries-move-curb-childrens-social-media-access-2025-12-09/
https://www.reuters.com/world/asia-pacific/australia-europe-countries-move-curb-childrens-social-media-access-2025-12-09/
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FIGURE 1

Global AI leadership: AI stack strategic positioning15 

SOURCE: Authors’ determinations using data from the Global Critical Minerals Outlook (May 21, 2025), International Energy 
Agency, Electricity Mix, Market share for logic chip production, by manufacturing stage, and Cumulative number of large-scale 
AI systems by country since 2017 (2021–2024, Our World in Data), Stanford AI Index Report (2025, Stanford AI Human-
Centered Artificial Intelligence), Data Centers Around the World (May 2021, United States International Trade Commission), 
Broadband statistics (2024, Organisation for Economic Co-operation), Safeguarding Subsea Cables (2024, Center for Strategic 
and International Studies), GitHub Repositories (January 2026, GitHub), Distribution of Authors per Country (August 2024, 
Internet Engineering Task Force), ICT service exports (BoP, current US$) (2024, World Bank), Individuals using the Internet (2025, 
International Telecommunication Union), and Wikimedia statistics (2025, Wikimedia). For more information on determinations, 
see Appendix A.
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(via design)
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Data assets
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Applications
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Human & Institutional
Capacity

CHINA

Leader in every layer of the stack.

Physical input
Compute hardware 
(via design)
Digital infrastructure
Networks
Software/Technical
standards

Data assets
Models
Applications
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Human & Institutional
Capacity
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Member states are leaders in every layer of the
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Physical input
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Data assets
Models
Applications
Governance
Human & Institutional
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(Leader in 1-2 stack layers)

UNITED KINGDOM

Countries with strength across several major pillars of
the AI stack, but not across the entire system.

Stack builders
(Leader in 3-7 stack layers)

Digital infrastructure
Data assets

Models
Applications
Governance

INDIA

Software/Technical
standards
Data assets

JAPAN

Compute hardware
Digital infrastructure

Networks
Software/technical
standards

SOUTH KOREA

Compute hardware Networks Applications

Models
Applications
Governance

GOVERNANCE AND INSTITUTIONAL SHAPERS

UPSTREAM AI SHAPERS

Countries that anchor one or two critical layers of the Al stack that
others depend on.

AI SYSTEM SHAPERS

Other countries
 

Contributions to the AI stack may be overlooked but whose growing
population will make it a significant factor as AI is diffused.

AFRICA
SOUTH

Leader in physical
input.

INDONESIA

Leader in physical
input and data
assets.

Leader in compute
hardware.

Leader in governance.

Source: Authors determinations using data from the Global Critical Minerals Outlook (May 21, 2025, International Energy Agency, Electricity Mix, Market share for logic chip production, by manufacturing stage,
and Cumulative number of large-scale AI systems by country since 2017 (2021-2024, Our World in Data), Stanford AI Index Report (2025, Stanford AI Human-Centered Artificial Intelligence), Data Centers
Around the World (May 2021, United States International Trade Commission), Broadband statistics (2024, OECD), Safeguarding Subsea Cables (2024, Center for Strategic and International Studies), GitHub
Repositories (January 2026, GitHub), Distribution of Authors per Country (August 2024, Internet Engineering Task Force), ICT service exports (BoP, current US$) (2024, World Bank), Individuals using the
Internet (2025, International Telecommunication Union), and Wikimedia statistics (2025, Wikimedia). For more information on determinations, see Appendix A.

Global AI leadership: AI stack strategic positioning

These groups and their respective contributions to 
the AI stack shape how the governments involved 
see AI sovereignty. For the United States, China, and 
the European Union, it is about expanding the global 
markets and protecting their flanks by shoring vulnera-
bilities in key inputs like semiconductors. For others, it 
is about finding pathways to cope with the superpow-
ers’ dominance.

Although all countries pursue AI sovereignty in differ-
ent ways for different reasons, they share a common 
desire16 for control over technology and to reduce 
dependence on foreign providers, mitigate exposure to 
extraterritorial policy shifts, and enable wider deploy-
ment of AI systems that are culturally and linguisti-
cally aligned with their national or regional context 
across government services and critical sectors. On 

https://www.sciencedirect.com/science/article/pii/S0048733323000495
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the adoption side, governments view sovereign AI 
as a means of ensuring reliable access to advanced 
AI capabilities that are aligned with domestic legal 
frameworks, linguistic contexts, and public-sector 
needs. On the competition side, countries may pursue 
sovereign AI to strengthen national competitiveness, 
capture economic value, and secure influence within 
emerging global AI ecosystems. This motivation is 
closely tied to concerns about industrial policy, talent 
retention, and control over data, compute, and founda-
tional models.

The shift from digital sovereignty to AI sovereignty 
reflects a move from governing online content and 
data flows to governing dependencies in the AI stack. 
Across jurisdictions, the policy case for sovereignty 
primarily rests on four propositions: protecting se-
curity and continuity of critical systems; capturing 
economic value and limiting strategic dependence; en-
suring models and deployments reflect local language, 
law, and norms; and strengthening a country’s position 
in emerging international rules and standards.

NATIONAL SECURITY AND RESILIENCE

Countries increasingly17 view control over critical 
digital infrastructure as a core component of national 
security.18 Governments seek to safeguard19 their 
systems against foreign disruption, surveillance, or 
malign influence. The use of export controls to restrict 
the export of specific goods has underscored the 
dangers of being cut off from essential technologies, 
motivating20 nations to develop domestic capabili-
ties to secure greater strategic autonomy. For some 
jurisdictions, national security framing also includes 
concerns about extraterritorial legal access to data21 
and compelled cooperation22 by foreign providers.

Using a foreign company’s AI cloud for military data 
analysis, for example, may raise concerns about 
intelligence leakage or remote interference. States 
seek sovereign capability to develop and deploy AI in 
defense and critical infrastructure without backdoors 
controlled by adversaries. AI could be used to man-
age23 power24 grids25 or emergency response;26 few 
countries are comfortable relying on an adversary’s 
technology for such functions. Fears that terrorists27 

or rogue states28 could weaponize AI motivate the 
buildup of state capacity to counter malicious uses 
of AI, leading to sovereign projects focused on both 
defensive and offensive capabilities.

ECONOMIC COMPETITIVENESS AND 
INDUSTRIAL POLICY

Second, AI is widely regarded as a general-purpose 
technology that will drive some amount of economic 
growth. The United States, home to many of the 
world’s leading companies across the AI stack, al-
ready occupies a dominant position. In response, 
many sovereign AI strategies include components 
of industrial policy aimed at increasing domestic 
production capabilities in specific layers of the AI 
stack to reduce these dependencies. The disloca-
tion of manufacturing associated with globalization, 
combined with supply-chain disruptions during the 
COVID-19 pandemic, has heightened sensitivities to 
dependencies on imports. More recently, U.S. export 
controls, the weaponization of tariffs, and threats to 
allies and trading partners have increased uncertainty 
about the dependability of the U.S. AI stack in particu-
lar. For U.S. allies, such concerns have been magnified 
by rhetoric and conduct toward close partners, such 
as threats of tariffs29 and even military force30 over 
claims for Greenland that cast doubt on the stability of 
their alliances.

Nations also fear being relegated to the status of 
“consumers” of foreign AI products, ceding high-value 
industries and jobs to other countries. Sovereign AI 
policies are therefore often designed to capture31 a 
greater share of the economic value32 created by AI. 
These policies aim to foster local talent,33 build domes-
tic innovation ecosystems,34 and ensure that a nation’s 
industries remain competitive.

CULTURAL, LINGUISTIC, AND 
NORMATIVE VALUES

Third, there is a growing concern that AI systems 
trained on ostensibly global datasets—but often 
predominantly Western and English-language 
sources—may perpetuate an “AI monoculture”35 that 
fails to account for local languages, cultures, and legal 

https://fpanalytics.foreignpolicy.com/2025/02/05/digital-public-infrastructure/
https://www.linuxfoundation.org/hubfs/Research Reports/lfr_sovereign_ai25_082525a.pdf?hsLang=en
https://www.linuxfoundation.org/hubfs/Research Reports/lfr_sovereign_ai25_082525a.pdf?hsLang=en
https://www.iiss.org/globalassets/media-library---content--migration/files/research-papers/cyber-power-report/cyber-capabilities-and-national-power---a-net-assessment___.pdf
https://www.mckinsey.com/capabilities/geopolitics/our-insights/restricted-how-export-controls-are-reshaping-markets
https://www.congress.gov/crs-product/R45173
https://www.csis.org/analysis/real-national-security-concerns-over-data-localization
https://www.rand.org/pubs/articles/2025/ai-and-the-future-of-the-us-electric-grid.html
https://www.rand.org/pubs/articles/2025/ai-and-the-future-of-the-us-electric-grid.html
https://www.nrel.gov/grid/generative-artificial-intelligence-for-the-power-grid
https://digital-strategy.ec.europa.eu/en/library/ai-and-generative-ai-transforming-europes-electricity-grid-sustainable-future
https://www.rand.org/pubs/commentary/2025/08/how-ai-is-changing-our-approach-to-disasters.html
https://www.tmmm.tsk.tr/publication/researches/21-TheWeaponizationofAI-TheNextStageofTerrorismandWarfare.pdf
https://www.theguardian.com/technology/2025/feb/13/former-google-ceo-warns-ai-could-be-used-by-rogue-states-to-harm-people
https://www.cbsnews.com/news/trump-tariffs-europe-greeland/
https://abcnews.go.com/Politics/us-military-option-acquiring-greenland-white-house-official/story?id=128960041
https://www.atlanticcouncil.org/in-depth-research-reports/issue-brief/sovereign-remedies-between-ai-autonomy-and-control/
https://www.mckinsey.com/capabilities/tech-and-ai/our-insights/tech-forward/the-sovereign-ai-agenda-moving-from-ambition-to-reality
https://sovereign-ai.org/white_paper/
https://www.iiss.org/charting-cyberspace/2025/08/three-national-approaches-towards-sovereign-ai/
https://www.ntia.gov/programs-and-initiatives/artificial-intelligence/open-model-weights-report/risks-benefits-of-dual-use-foundation-models-with-widely-available-model-weights/competition-innovation-research
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principles. Sovereign AI initiatives seek to counter 
this risk by developing models aligned with national 
or regional values. For example, Singapore’s SEA-
LION36 project aims, in part, to avoid37 a “West Coast 
American bias” perceived in existing models. Similarly, 
Taiwan’s development of the Trustworthy AI Dialogue 
Engine (TAIDE model)38 was partly motivated by the 
desire for an AI system that reflects Taiwanese culture 
as a counterweight39 to Chinese models designed to 
adhere40 to “core socialist” values. Other motivations41 
include preserving data protection, maintaining public 
trust, and entrenching digital rights.

STAKES IN INTERNATIONAL 
GOVERNANCE DISCUSSIONS

Lastly, some countries are building sovereign AI strat-
egies and domestic capacity in specific areas of the 
AI stack to gain leverage in international governance 
discussions. As global governance bodies debate AI 
principles42 and rules of the road,43 many governments 
want a seat at the table44 and may perceive that hav-
ing an AI strategy or a developed AI-related industry 
could strengthen45 their voice or representation in 
the international dialogue. This rationale is especially 
salient for mid-sized powers and Global Majority coun-
tries that seek influence over standards, evaluation 
norms, and terms of access for compute and models. 
These countries may want more global recognition, 
not only as consumers of AI but also as producers. 
From this perspective, sovereign AI is not only about 
access or resilience but also about positioning in an 
increasingly stratified global AI landscape, where early 
movers and system owners may shape standards, 
markets, and norms.

LEGITIMATE CONCERNS OR 
PROBLEMATIC DRIVERS?

While analytically distinct, the propositions discussed 
above frequently reinforce one another. Efforts to 
enable broad domestic adoption can build the techni-
cal capacity and institutional confidence needed for 
competitive positioning, while competitive ambitions 
can justify the investments required to support large-
scale adoption. Understanding the balance between 
adoption-driven and competition-driven rationales 

is therefore critical for assessing how sovereign AI 
strategies are likely to evolve.

Still, there are genuine concerns about managing 
concentrated power,46 both at a firm and geographic47 
level, to ensure representation and trust. At a firm level, 
dependence48 on a small number of frontier-model 
providers, hyperscalers, and semiconductor manufac-
turers, can lead to market concentration with undesir-
able outcomes, including risks of lock-in, asymmetric 
bargaining power, self-preferencing and discrimina-
tion, and unbalanced economic and political power. 
Sovereignty strategies can operate to restore demo-
cratic control,49 local agency, and oversight to ensure 
key decisions are not made “elsewhere” by unelected, 
distant, or unaccountable actors.

Similarly, relying on a few countries50 for compute, 
talent,51 capital, and governance choices can risk other 
countries’ representation in global discussions and 
may challenge a government’s public trust and legiti-
macy. This concentration also risks national security 
goals if a country is overly reliant on an unstable 
geographic region or partner for access to AI infra-
structure. Sovereignty strategies may aim to ensure 
that the benefits of AI are not captured exclusively by 
dominant actors.

These concerns take a problematic turn when steeped 
in digital authoritarianism,52 where “AI sovereignty” 
may increase state control over information and digital 
infrastructure. Sovereignty rhetoric can legitimize 
policies that concentrate control points53 in the hands 
of state security agencies through state surveillance 
systems, censorship or filtering algorithms, or political 
control over digital infrastructure, while using the lan-
guage of security and sovereignty to legitimize these 
restrictions. If a country lacks democratic and trans-
parent norms, pushes toward greater AI sovereignty 
could accelerate the erosion of rights and freedom. 

While most AI sovereignty strategies aim to expand 
domestic capacity and competitiveness, some strate-
gies include more protectionist or mercantilist fram-
ings. Protectionist versions of sovereignty strategies 
often treat foreign competition as the central threat54 
and thus restrict competition or influence markets 

https://sea-lion.ai/
https://sea-lion.ai/
https://www.context.news/ai/singapore-builds-ai-model-to-represent-southeast-asians
https://en.taide.tw/
https://the-decoder.com/taiwans-trustworthy-ai-dialogue-engine-aims-to-counter-chinas-grip-on-ai-ecosystem/
https://www.nytimes.com/2026/02/02/business/china-ai-regulations.html
https://sovereign-ai.org/media/papers/Considerations_regarding_Sovereign_AI_C_Sovereign_AI__Imperial_College.pdf
https://www.oecd.org/en/topics/ai-principles.html
https://transparency.oecd.ai/about
https://www.lawfaremedia.org/article/sovereign-ai-in-a-hybrid-world--national-strategies-and-policy-responses
https://www.aipolicybulletin.org/articles/middle-powers-can-gain-ai-influence-without-building-the-next-chatgpt
https://fpanalytics.foreignpolicy.com/2025/03/03/artificial-intelligence-energy-geopolitics-data-centers/
https://www.weforum.org/stories/2025/07/ai-geopolitics-data-centres-technological-rivalry/
https://yalelawandpolicy.org/antimonopoly-approach-governing-artificial-intelligence
https://carnegieendowment.org/research/2025/05/digital-democracy-in-a-divided-global-landscape?lang=en
https://carnegieendowment.org/research/2025/05/digital-democracy-in-a-divided-global-landscape?lang=en
https://hai.stanford.edu/ai-index/2025-ai-index-report
https://cset.georgetown.edu/publication/keeping-top-ai-talent-in-the-united-states/
https://www.brookings.edu/articles/the-geopolitics-of-ai-and-the-rise-of-digital-sovereignty/
https://link.springer.com/article/10.1007/s10676-024-09810-5
https://link.springer.com/article/10.1007/s10842-024-00414-9
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through coercive or asymmetric tools, including 
localization requirements, data hoarding, or weapon-
ized licensing. A useful distinction between industrial 
strategy and protectionism is whether interventions 
primarily build domestic capacity while preserving 
interoperability and contestability or discriminate 
against foreign providers and promote national cham-
pions. Furthermore, as AI sovereignty efforts often 
involve close partnerships between states and private 
platforms, they may distort public priorities if govern-
ments invest heavily without clear public returns.55

BROAD STACK LEADERS

United States

The United States has leveraged its private sector 
dominance across key layers of the AI stack to 
promote an “American AI stack” as the de facto global 
standard. The United States’ dominance is part of 
what is driving other governments58 to diversify and 
gain more control over AI technologies.

The U.S. AI Action Plan,59 released in July 2025, ex-
plicitly endorses the idea of an American sovereign 
AI stack as the “gold standard” for AI worldwide and 
seeks to ensure allies build on U.S. technology. The 
plan’s strategy is built on three pillars: accelerate inno-
vation, build AI infrastructure, and lead in international 
diplomacy and security. 

In line with the AI Action Plan, the White House issued 
an executive order60 (EO) establishing the American AI 
Exports Program.61 This program aims to preserve and 
extend U.S. leadership while reducing international 
dependence on adversarial technology by deploying 
full-stack AI export packages, including AI-optimized 
hardware, data pipelines, AI models, and cybersecu-
rity measures. The EO also directs U.S. development 
finance organizations to prioritize AI initiatives.

The federal government has made several investments 
in AI development, including taking62 a 10% stake in 

How countries are approaching AI sovereignty

Intel,63 a private company, and expressing interest64 in 
“many more [investments] like it.” Similarly, the govern-
ment recently announced65 a $12 billion U.S. stockpile 
of rare earth minerals. Additionally, it has incentivized 
private investment in AI infrastructure, including 
fundraising66 for large-scale AI projects in American 
states such as Pennsylvania67 and support for private 
infrastructure initiatives like the Stargate Project.68 

At the same time, the U.S. government maintains 
one of the world’s most mature public-sector AI 
ecosystems. According to recent estimates, U.S. 
firms developed69 over 70% of foundation models. 
Supercomputers operated by the Department of 
Energy,70 the Department of Defense,71 and NASA72 
support classified and publicly available AI research 
at scale. The federal government has decades of 
institutional experience in large-scale data processing, 
scientific computing,73 and mission-oriented research 
and development (R&D). These assets provide a 
strong foundation for national AI capability, even if 
not branded as sovereign infrastructure. The U.S. has 
worked with allies and partners to shape international 
governance frameworks,74 including support for global 
AI safety initiatives75 and policy frameworks76 around 
digital infrastructure. 

If each country were to achieve complete control over 
the domestic production of the entire AI stack, mar-
kets could fragment56 and lead to isolated “AI islands” 
with potentially incompatible standards and gover-
nance systems that thwart interoperability, complicate 
compliance requirements, reduce diffusion of innova-
tions, and allow for regulatory arbitrage.57 These risks 
are more likely, and consequences are more severe, if 
sovereignty strategies are not paired with initiatives for 
interoperability and cooperation.

https://arxiv.org/pdf/2410.17481
https://www.lawfaremedia.org/article/sovereign-ai-in-a-hybrid-world--national-strategies-and-policy-responses
https://www.ai.gov/action-plan
https://www.whitehouse.gov/presidential-actions/2025/07/promoting-the-export-of-the-american-ai-technology-stack/
https://www.trade.gov/press-release/department-commerce-announces-american-ai-exports-program-implementation
https://www.trade.gov/press-release/department-commerce-announces-american-ai-exports-program-implementation
https://www.cnbc.com/2025/08/22/intel-goverment-equity-stake.html?msockid=32edd8d44fc26acd1e8bce5f4e496b1e
https://newsroom.intel.com/corporate/intel-and-trump-administration-reach-historic-agreement
https://www.nytimes.com/2025/08/25/us/politics/trump-intel-economy-strategy.html
https://www.cbsnews.com/news/trump-rare-earth-minerals-stockpile-12-billion/
https://www.mccormick.senate.gov/press-releases/fact-sheet-more-than-90-billion-in-investments-announced-at-senator-mccormicks-pennsylvania-energy-and-innovation-summit/
https://www.pittsburghmagazine.com/90-billion-in-investment-announced-for-ai-and-energy-in-pennsylvania/
https://openai.com/index/announcing-the-stargate-project/
https://www.bertelsmann-stiftung.de/en/our-projects/reframetech-algorithmen-fuers-gemeinwohl/project-news/eurostack-a-european-alternative-for-digital-sovereignty
https://www.energy.gov/fasst
https://www.energy.gov/fasst
https://www.defense.gov/News/Releases/Release/Article/3875539/dod-introduces-new-supercomputer-focused-on-biodefense-capabilities/
https://www.nas.nasa.gov/
https://new.nsf.gov/focus-areas/artificial-intelligence
https://www.csis.org/analysis/shaping-global-ai-governance-enhancements-and-next-steps-g7-hiroshima-ai-process
https://www.csis.org/analysis/shaping-global-ai-governance-enhancements-and-next-steps-g7-hiroshima-ai-process
https://carnegieendowment.org/posts/2024/08/the-importance-of-ai-safety-institutes
https://carnegieendowment.org/posts/2024/08/the-importance-of-ai-safety-institutes
https://www.federalregister.gov/d/2019-02544/p-2
https://www.uclalawreview.org/wp-content/uploads/securepdfs/2024/05/06-Scassa-No-Bleed.pdf
https://ecipe.org/publications/eu-autonomy-brussels-effect-rise-global-economic-protectionism/
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The recent National Security Strategy77 outlines AI as a 
core foreign policy interest “to ensure that U.S. tech-
nology and U.S. standards—particularly in AI, biotech, 
and quantum computing—drive the world forward.”

The United States also uses development finance to 
promote U.S.-aligned AI infrastructure abroad. The 
Development Finance Corporation (DFC), established 
in response78 to China’s trillion-dollar Belt and Road 
Initiative (BRI), remains limited in scale compared with 
that program’s global footprint. In its first four years, 
the agency made investments79 in more than 100 
countries and reached80 a portfolio of $48.9 billion in 
2024. After a brief lapse in funding, Congress reautho-
rized81 the DFC until 2031.

The United States has implemented stringent export 
controls82 on advanced semiconductors and manufac-
turing equipment and strengthened83 these controls 
in 2024 to slow China’s military and technological 
progress. These controls included monitoring poten-
tial misuse of U.S. data centers by adversaries. For 
example, China’s AI engineers were able to access84 
banned AI chips through cloud computing after gaps 
in 2024 export-control rules. The Biden administration 
aimed to close85 this loophole through its January 
2025 Framework for Artificial Intelligence Diffusion,86 
which was revoked87 in May 2025.

The U.S. has assumed the G20 presidency for 2026. 
One of the three themes88 will be “pioneering new 
technologies and innovations” and many member 
governments are pursuing AI sovereignty to reduce 
dependence on foreign models and infrastructure. 
While the U.S. was active in shaping the Organisation 
for Economic Co-operation and Development (OECD) 
AI Principles during the first Trump administration, this 
year the United States has taken a more antagonistic 
posture toward multilateral engagement. In 2025, U.S. 
agencies were directed89 to halt all engagement with 
the G20 summit in Johannesburg, and in early 2026, 
President Trump signed90 a presidential memorandum 
directing the U.S. government to cease participation 
in and funding for 66 international organizations, 
including 31 U.N. entities and 35 non-U.N. bodies, and 
the National Security Strategy denounces “a network 
of international institutions...that explicitly seeks to 

dissolve individual state sovereignty.” These actions 
risk weakening U.S. influence over the international 
rulemaking that shapes global AI development and 
adoption and could reinforce other countries’ incen-
tives to build sovereign alternatives.

China

Over the past decade, China has invested91 heavily92 
across the AI stack93 through state-backed funds (in-
cluding an $8.2 billion AI fund for startups), local gov-
ernment AI labs, pilot zones, and private AI investment. 
The Chinese government combined the regulatory 
control94 of its “Great Firewall” with industrial policies95 
that first supported national champions like Huawei, 
Baidu, Tencent, and Alibaba domestically, and then 
later extended this strategy internationally.96 While 
these companies operate as nominally private entities, 
they are increasingly embedded in state industrial 
policy and subject to government steering.

China’s 2017 New Generation Artificial Intelligence 
Development Plan97 and successive five-year plans98 
have treated AI as a pillar of national development and 
a means of strategic competition. In response to semi-
conductor manufacturing equipment export controls, 
the Chinese government pursued greater self-reliance, 
investing in national supercomputing capacity, large 
language databases,99 and efforts to train foundation 
models100 with lower101 compute budgets. President Xi 
Jinping has emphasized “self-reliance” and the con-
struction of an independent AI ecosystem. Initiatives 
like the national computing power network102 aim 
to pool computing resources, while the government 
has supported domestic efforts, such as Huawei’s 
Ascend103 chips to replace Nvidia graphics processing 
units (GPUs). 

China’s AI+ initiative104 aims to increase105 AI adop-
tion106 across China by identifying and funding spe-
cific AI application use cases across society. Some 
Chinese models, especially open large language 
models (LLMs), may have exceeded leading models in 
adoption.107

Foreign firms often have a difficult time releasing AI 
models to the Chinese market, because the state has 

https://www.whitehouse.gov/wp-content/uploads/2025/12/2025-National-Security-Strategy.pdf
https://carnegieendowment.org/research/2025/12/from-caution-to-competition-positioning-us-development-finance-for-industrial-power?lang=en
https://carnegieendowment.org/research/2025/11/from-caution-to-competition-positioning-us-development-finance-for-industrial-power.
https://carnegieendowment.org/research/2025/12/from-caution-to-competition-positioning-us-development-finance-for-industrial-power?lang=en
https://carnegieendowment.org/research/2025/11/from-caution-to-competition-positioning-us-development-finance-for-industrial-power.
https://carnegieendowment.org/research/2025/11/from-caution-to-competition-positioning-us-development-finance-for-industrial-power.
https://www.trade.gov/country-commercial-guides/china-us-export-controls
https://www.trade.gov/country-commercial-guides/china-us-export-controls
https://www.congress.gov/crs-product/R48642#_Ref206608946
https://www.brookings.edu/articles/the-tension-between-ai-export-control-and-u-s-ai-innovation/
https://www.congress.gov/crs-product/R48642#ifn20
https://www.federalregister.gov/documents/2025/01/15/2025-00636/framework-for-artificial-intelligence-diffusion
https://www.bis.gov/press-release/department-commerce-announces-rescission-biden-era-artificial-intelligence-diffusion-rule-strengthens
https://www.state.gov/releases/2025/12/united-states-assumes-presidency-of-the-group-of-20/
https://www.washingtonpost.com/business/2025/05/14/white-house-g20-boycott-talks/
https://www.whitehouse.gov/fact-sheets/2026/01/fact-sheet-president-donald-j-trump-withdraws-the-united-states-from-international-organizations-that-are-contrary-to-the-interests-of-the-united-states
https://merics.org/en/report/chinas-drive-toward-self-reliance-artificial-intelligence-chips-large-language-models
https://www.rand.org/pubs/perspectives/PEA4012-1.html
https://www.nytimes.com/2025/07/16/technology/china-ai.html
https://www.internetsociety.org/resources/internet-fragmentation/the-chinese-firewall
https://www.internetsociety.org/resources/internet-fragmentation/the-chinese-firewall
https://ecdpm.org/application/files/7816/8485/0476/Global-approaches-digital-sovereignty-competing-definitions-contrasting-policy-ECDPM-Discussion-Paper-344-2023.pdf
https://www.cfr.org/china-digital-silk-road
https://cset.georgetown.edu/publication/artificial-intelligence-standardization-white-paper-2021-edition
https://cset.georgetown.edu/publication/artificial-intelligence-standardization-white-paper-2021-edition
https://www.scmp.com/economy/china-economy/article/3314001/ai-chips-china-courts-private-tech-firms-help-drive-next-5-year-plan
https://english.www.gov.cn/news/202504/01/content_WS67eb5752c6d0868f4e8f15dd.html
https://english.www.gov.cn/news/202504/01/content_WS67eb5752c6d0868f4e8f15dd.html
https://www.nytimes.com/2025/03/18/business/china-government-deepseek.html
https://www.nytimes.com/2025/03/18/business/china-government-deepseek.html
https://www.scmp.com/tech/big-tech/article/3268901/tencent-boosts-ai-training-efficiency-without-nvidias-most-advanced-chips
https://english.www.gov.cn/news/202312/27/content_WS658b72afc6d0868f4e8e28ba.html
https://www.rand.org/pubs/perspectives/PEA4012-1.html
https://www.gov.cn/zhengce/content/202508/content_7037861.htm
https://merics.org/en/comment/chinas-ai-drive-aims-integration-across-sectors-wake-call-europe
https://www.rand.org/pubs/commentary/2025/10/china-an-emerging-software-power.html
https://www.rand.org/pubs/commentary/2025/10/china-an-emerging-software-power.html
https://hai.stanford.edu/assets/files/hai-digichina-issue-brief-beyond-deepseek-chinas-diverse-open-weight-ai-ecosystem-policy-implications.pdf
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introduced binding requirements108 for generative AI 
systems, including registration mandates, content 
filtering obligations, and auditing protocols that reflect 
broader ideological and national security objectives. 
Foreign firms seeking to operate in China must local-
ize infrastructure,109 partner with domestic entities, 
and comply with these rules, acceding to Chinese 
digital sovereignty. 

Internationally, China’s Global AI Governance Action 
Plan110 promotes the idea to “jointly explore cut-
ting-edge innovations in AI technology” and “pro-
mote technological cooperation.” China is explicitly 
supportive of a U.N. role in AI governance driven by 
member states, including the establishment of an 
international institution111 to govern AI. Even as China 
seeks to decouple from certain foreign dependencies, 
it continues to exert global influence through trade and 
technical standard setting. Chinese firms are active112 
in international bodies such as the International 
Telecommunication Union (ITU) and International 
Organization for Standardization (ISO), and Chinese-
made hardware and software are widely used in 
emerging markets across Asia, Africa, and Latin 
America. 

China’s AI governance plan continues Chinese inter-
national development efforts through its Digital Silk 
Road (DSR) Initiative, part of the BRI, to provide other 
countries with Chinese-built or funded technology 
infrastructure. The DSR has funded projects113 through-
out the AI stack, including fiber-optic cables, satellites, 
5G network infrastructure, data and cloud centers, and 
surveillance technologies. China has signed114 DSR-
related agreements with around 40 countries.

European Union

As an economic union, the European Union is a global 
power, collectively accounting for the largest share115 
of global GDP after the U.S. and China, but it lags well 
behind these leaders in the tech sector. The EU sought 
to lead in AI with its EU AI strategy116 in 2018, which in-
troduced the objectives of making Europe competitive 
in AI and ensuring that AI is based on European values. 
This is consistent with the EU’s framing of digital 
innovation through the lens of fundamental rights and 

market failures reflected in major regulations such 
as the GDPR, Digital Services Act (DSA), and Digital 
Markets Act (DMA). This regulatory approach has 
enabled the EU to project influence extraterritorially 
through market access—the Brussels effect117—rather 
than technological market power. 

The EU became the first major jurisdiction to introduce 
a comprehensive AI regulation with its AI Act,118 which 
aims to promote the development and uptake of AI 
while addressing the ethical and societal risks through 
a risk-based119 framework that conditions120 market 
access on compliance with safety requirements and 
obligations based on fundamental rights. The AI Act 
relies heavily on standards development to frame 
compliance and, while the EU looks first to interna-
tional standards bodies, the commission is promoting 
development of uniquely European standards to 
address fundamental rights obligations.

Notwithstanding its two-fold121 approach to fostering 
an AI ecosystem of excellence and trust, the EU’s 
regulatory ambition has not been matched with 
commensurate growth in its AI industry. Over 80%122 
of Europe’s technology stack is imported, and while 
the commission’s AI Innovation Package123 aims to 
scale public-private partnerships and expand access 
to shared compute and datasets, implementation 
remains slow. A singular exception is ASML, due to its 
dominance124 in the extreme ultraviolet (EUV) lithog-
raphy machines global market needed for semicon-
ductor manufacturing. ASML represents the kind of 
strategically essential and competitive supplier the EU 
aspires to foster, but it remains an outlier. 

The EU’s sovereign AI ambitions have been described 
as a “third way”125 between U.S. and Chinese models. 
The strategy to accomplish this faces serious struc-
tural limitations, which include market fragmentation, 
lack of capital, and high energy costs, all contributing 
to the difficulty in scaling tech companies. Europe 
consumes126 about 20% of the world’s microchips but 
manufactures only 9%, mostly in mature technolo-
gies.127 While the U.S. and China together account128 
for over 85% of global corporate R&D spending in soft-
ware and internet technologies, EU firms account for 
just 7%. The EU remains constrained by a “middle tech 

https://www.whitecase.com/insight-our-thinking/ai-watch-global-regulatory-tracker-china
https://www.atlanticcouncil.org/blogs/geotech-cues/indias-quest-for-digital-sovereignty/
https://www.atlanticcouncil.org/blogs/geotech-cues/indias-quest-for-digital-sovereignty/
https://www.mfa.gov.cn/eng/xw/zyxw/202507/t20250729_11679232.html
https://www.mfa.gov.cn/eng/xw/zyxw/202507/t20250729_11679232.html
https://www.mfa.gov.cn/eng/zy/gb/202405/t20240531_11367503.html
https://bushchinafoundation.org/recent-activities/chinese-foreign-policy-toward-central-asia-and-the-silk-roads/
https://www.orfonline.org/expert-speak/chinas-expanding-tech-lead-through-digital-silk-road
https://www.orfonline.org/research/the-digital-silk-road-and-smart-city-networks-in-the-indo-pacific-a-primer

https://data.worldbank.org/indicator/NY.GDP.MKTP.CD?most_recent_value_desc=true
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM:2018:237:FIN
https://academic.oup.com/book/36491?login=true
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://carnegieendowment.org/research/2024/03/ai-and-product-safety-standards-under-the-eu-ai-act?lang=en
https://artificialintelligenceact.eu/article/5/
https://commission.europa.eu/publications/white-paper-artificial-intelligence-european-approach-excellence-and-trust_en
https://www.bertelsmann-stiftung.de/en/publications/publication/did/eurostack-a-european-alternative-for-digital-sovereignty
https://digital-strategy.ec.europa.eu/en/factpages/ai-innovation-package
https://www.youtube.com/watch?v=iSVHp6CAyQ8
https://www.eesc.europa.eu/en/news-media/press-releases/eesc-assesses-europes-third-way-digitalisation
https://www.bertelsmann-stiftung.de/en/our-projects/reframetech-algorithmen-fuers-gemeinwohl/project-news/eurostack-a-european-alternative-for-digital-sovereignty
https://www.ucl.ac.uk/bartlett/sites/bartlett/files/eurostack.pdf
https://www.ucl.ac.uk/bartlett/sites/bartlett/files/eurostack.pdf
https://www.bertelsmann-stiftung.de/en/our-projects/reframetech-algorithmen-fuers-gemeinwohl/project-news/eurostack-a-european-alternative-for-digital-sovereignty
https://publications.jrc.ec.europa.eu/repository/handle/JRC140513
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trap,”129 maintaining strength in mature industries but 
lacking presence in cutting-edge cloud infrastructure, 
AI platforms, and foundational software ecosystems.

Recent initiatives pivot from rulemaking toward capac-
ity-building and simplification of regulation. Launched 
as a multiparty initiative130 in the EU Parliament in 
late 2024, the EuroStack131 builds on previous efforts 
for European digital resilience such as the Critical 
Raw Materials Act,132 the European Interoperability 
Framework,133 and the European Digital Identity 
Wallet.134 EuroStack proponents have called for135 
approximately 300 billion euros in investment over 10 
years for pooled infrastructure and shared capacity 
rather than building a complete AI stack. 

The commission’s 2025 AI Continent Action Plan136 
sets out a scattershot capacity-building agenda for AI 
infrastructure, talent, and data. It includes a network 
of publicly funded AI factories to build large-scale AI 
data and compute capacity; planned AI gigafactories 
equipped with approximately 100,000 advanced AI 
chips for frontier-model training (estimated at 20 
billion euros in public-private investment); and the 
InvestAI137 initiative, which seeks to mobilize up to 
200 billion euros in total funding for AI development 
(including to set-up the gigafactories). A forthcoming 
Cloud and AI Development Act aims to triple138 EU 
data-center capacity within five to seven years, along-
side various parallel efforts to expand data access 
for model training and sectoral applications. In ad-
dition, the Apply AI Strategy focuses on boosting AI 
adoption139 across 10 priority industry sectors and the 
public sector.

A key feature of the foregoing initiatives is a growing 
reliance on open-source solutions. An upcoming open-
source software strategy is expected to address140 the 
economic and political “importance of open source 
as a crucial contribution to EU technological sover-
eignty, security and competitiveness.” Some analysts 
suggest141 open-source models lag proprietary model 
benchmarks by 15 months142 on average, although that 
gap may lessen over time. In parallel to the commis-
sion’s agenda, larger member states including France 
and Germany have driven an even more ambitious 
effort, which culminated in a summit in mid-November 

2025 where the two governments proposed143 an 
agenda blending regulatory simplification and fairer 
digital markets with open-source solutions for public 
administrations, the launch of a joint task force on 
European digital sovereignty, and a public-private 
initiative for the development of frontier AI144 in Europe. 
These intergovernmental efforts, expected to produce 
first results during 2026, have been accompanied 
by announced business partnerships among Mistral 
AI, Europe’s leading AI models developer, and key 
European players at other layers of the stack, such as 
ASML145 and SAP.146 

The prodigious body147 of digital regulation, all rapidly 
enacted and recently implemented, has created a 
complex compliance environment, raising costs148 and 
legal uncertainty in ways that some firms and policy-
makers argue149 constrain innovation. Further, some 
point to150 the inability of the AI Act to address tech-
nological innovation without frequent revisions. In re-
sponse to many of these concerns, the commission’s 
recent Digital Omnibus151 proposal introduced targeted 
amendments to digital legislation, including the DSA, 
DMA, GDPR, and AI Act, to reduce compliance bur-
dens to businesses and public administrations. This 
represents a shift in the EU’s approach to technology 
policy based on regulation and market access.

STACK BUILDERS

Other jurisdictions are pursuing paths toward AI 
sovereignty by operationalizing control over specific 
functions of the AI stack, such as digital public 
infrastructure (DPI), sovereign data and compute, and 
selective participation in international standard-set-
ting, rather than aligning fully with the U.S. or Chinese 
offerings or attempting to develop a fully independent 
AI stack. Stack builders are countries attempting to 
coordinate selected layers where they have leverage, 
while accepting continued dependence elsewhere.

India has elevated152 DPI as a coordinating layer for 
AI sovereignty. India’s 2023 G20 presidency153 gave 
DPI global visibility subsequently reflected in the 
2024 Global Digital Compact,154 which recognized DPI 
as a driver of inclusive digital transformation while 
affirming that local needs would drive implementation. 

https://publications.jrc.ec.europa.eu/repository/handle/JRC140513
https://euro-stack.eu/wp-content/uploads/2025/01/EuroStack_Pitch_10-January-2025.pdf
https://www.euro-stack.info/docs/EuroStack_2025.pdf
https://single-market-economy.ec.europa.eu/sectors/raw-materials/areas-specific-interest/critical-raw-materials/critical-raw-materials-act_en
https://single-market-economy.ec.europa.eu/sectors/raw-materials/areas-specific-interest/critical-raw-materials/critical-raw-materials-act_en
https://interoperable-europe.ec.europa.eu/collection/nifo-national-interoperability-framework-observatory/european-interoperability-framework-detail
https://interoperable-europe.ec.europa.eu/collection/nifo-national-interoperability-framework-observatory/european-interoperability-framework-detail
https://ec.europa.eu/digital-building-blocks/sites/display/EUDIGITALIDENTITYWALLET/EU+Digital+Identity+Wallet+Home
https://ec.europa.eu/digital-building-blocks/sites/display/EUDIGITALIDENTITYWALLET/EU+Digital+Identity+Wallet+Home
https://www.bertelsmann-stiftung.de/fileadmin/files/user_upload/EuroStack__2025_final__1_.pdf
https://digital-strategy.ec.europa.eu/en/library/ai-continent-action-plan
https://ec.europa.eu/commission/presscorner/detail/en/ip_25_467
https://digital-strategy.ec.europa.eu/en/policies/cloud-computing
https://digital-strategy.ec.europa.eu/en/policies/apply-ai
https://digital-strategy.ec.europa.eu/en/policies/apply-ai
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/16213-European-Open-Digital-Ecosystems_en
https://www.mdpi.com/2076-3417/15/5/2790
https://epoch.ai/blog/open-models-report
https://www.elysee.fr/en/emmanuel-macron/2025/11/18/germany-france-and-the-european-commission-launch-frontier-ai-initiative-at-the-summit-on-european-digital-sovereignty
https://www.elysee.fr/en/emmanuel-macron/2025/11/18/germany-france-and-the-european-commission-launch-frontier-ai-initiative-at-the-summit-on-european-digital-sovereignty
https://www.asml.com/en/news/press-releases/2025/asml-mistral-ai-enter-strategic-partnership
https://news.sap.com/2025/11/sap-mistral-ai-new-alliance-european-sovereign-ai/
https://cdn.ceps.eu/2025/08/CEPS-Zenner-Dataset-July-2025.pdf
https://www.businesseurope.eu/publications/reducing-regulatory-burden-to-restore-the-eus-competitive-edge/
https://zpp.net.pl/en/open-letter-on-the-digital-omnibus-proposal/
https://www.cambridge.org/core/journals/cambridge-forum-on-ai-law-and-governance/article/llms-meet-the-ai-act-whos-the-sorcerers-apprentice/1780DC3F9FBC7FCE07CE2D9878CFFD9C
https://digital-strategy.ec.europa.eu/en/library/digital-omnibus-regulation-proposal
https://ecdpm.org/application/files/2117/3874/5474/From-India-Stack-to-EuroStack-Reconciling-Approaches-Sovereign-Digital-Infrastructure-ECDPM-Discussion-Paper-384.pdf
https://ecdpm.org/application/files/2117/3874/5474/From-India-Stack-to-EuroStack-Reconciling-Approaches-Sovereign-Digital-Infrastructure-ECDPM-Discussion-Paper-384.pdf
https://www.un.org/digital-emerging-technologies/global-digital-compact
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The first Global DPI Summit155 in October 2024 and 
the Quadrilateral Security Dialogue (the Quad)’s156 

(a grouping of the United States, India, Japan, and 
Australia) nonbinding principles157 on DPI further em-
bedded DPI as a cooperative, sovereignty-preserving 
approach, including for AI systems.

India’s flagship DPI framework,158 the India Stack,159 
exemplifies this model in practice. Framed as a set of 
open APIs and modular public digital goods, it encom-
passes the Aadhaar digital identity system, the Unified 
Payments Interface (UPI), DigiLocker for secure docu-
ment storage, and the Account Aggregator framework 
for managing digital consent. Together, these tools 
enable what India describes as a presence-less, paper-
less, and cashless layer of digital society. 

Although often described as “open,” India Stack com-
ponents are publicly governed systems for domestic 
use rather than globally open infrastructure. The 
government has made clear that DPI is not value-neu-
tral but rather a tool160 of public-interest infrastructure 
and of strategic autonomy and global influence. The 
IndiaAI Mission,161 launched in 2024, aims to organize 
and curate national training data, develop162 public-pri-
vate partnerships to build foundational models, and 
make publicly funded AI infrastructure available for 
domestic use and regional export. Although govern-
ment officials have downplayed163 direct competition 
with private firms, the plan signals intention to an-
chor164 AI development in publicly governed data and 
infrastructure. In parallel, India has taken steps to 
shore up other layers, including India’s National Critical 
Mineral Mission,165 which aims to facilitate mining of 
30 critical minerals by 2030.

After hosting the 2023 AI Safety Summit,166 the United 
Kingdom launched the AI Security Institute167 as a 
public-sector capability for safety testing and research, 
now operating within the Department of Science, 
Innovation, and Technology (DSIT). In parallel, DSIT 
established a Sovereign AI Unit168 with a mandate to 
strengthen U.K. AI capabilities for economic growth 
and national security, backed by up to 500 million 
pounds. The U.K. has also expanded public compute 
access through the AI Research Resource169 for 
researchers, academia, and small- and medium-size 

enterprises (SMEs). These initiatives build on the U.K.’s 
strong domestic AI capacity: The U.K. hosts more than 
85,000 AI professionals170 and ranks third171 globally 
in AI research output. Together, the level of talent and 
research productivity strengthen the U.K.’s credibility 
in AI safety, standards, and evaluation, even while 
remaining structurally dependent on foreign semicon-
ductors, hyperscalers, and frontier models.

Japan has used international process leadership to 
shape governance norms, most notably through the 
G7 Hiroshima AI Process172 under its 2023 presidency, 
and its long-running push for Data Free Flow with 
Trust.173 In parallel, Japan has pursued a more material 
form of AI sovereignty centered on domestic compute 
and infrastructure. The government has made large-
scale public investments in national research compute 
through the AI Bridging Cloud Infrastructure174 (ABCI), 
now expanded as ABCI 3.0,175 explicitly framed176 
as sovereign, in-country compute capacity for AI 
R&D. On the model side, Japan has demonstrated an 
ability to translate this infrastructure into domestic 
capability, including the training of Fugaku-LLM177 
on largely Japanese public infrastructure. Under the 
Economic Security Promotion Act,178 Japan’s Ministry 
of Economy, Trade and Industry (METI) has desig-
nated “cloud programs” as specified critical products 
and subsidized domestic GPU cloud capacity to 
secure in-country compute resources and strengthen 
the resilience of AI and cloud services for Japanese 
users. METI and the Ministry of Internal Affairs in 
Communications also compiled AI Guidelines for 
Business,179 recommending risk mitigation measures 
for generative AI.

South Korea has used its hardware advantage in 
memory chips paired with a state-backed push for 
Korean-language foundation models and domestic 
compute buildout. In 2025, the Ministry of Science and 
ICT selected five teams for a Sovereign AI Foundation 
Model180 project to build sovereign AI foundation 
models. At the same time, SK Group and Amazon Web 
Services (AWS) announced181 $5.1 billion to build an 
AI-focused data center in Ulsan, and SK Hynix plans 
to invest182 about $12.9 billion in an advanced chip 
packaging plant. 

https://www.globaldpisummit.org/
https://ecdpm.org/application/files/2117/3874/5474/From-India-Stack-to-EuroStack-Reconciling-Approaches-Sovereign-Digital-Infrastructure-ECDPM-Discussion-Paper-384.pdf
https://2021-2025.state.gov/quad-principles-for-development-and-deployment-of-digital-public-infrastructure/
https://economictimes.indiatimes.com/tech/artificial-intelligence/a-vision-for-sovereign-ai-building-indias-self-reliant-ai-future/articleshow/117562048.cms?from=mdr
https://indiastack.org/
https://www.techpolicy.press/digital-public-infrastructure-is-the-new-global-tech-bet-but-everyones-betting-on-something-different/
https://indiaai.gov.in/about-us
https://www.medianama.com/2023/11/223-nvidia-earnings-call-q3fy24-2/
https://www.businesstoday.in/technology/news/story/our-goal-is-not-to-compete-with-sam-altman-or-elon-musk-says-mos-it-rajeev-chandrasekhar-on-ai-408406-2023-12-06
https://www.financialexpress.com/business/digital-transformation-india-to-develop-its-own-sovereign-ai-infrastructure-rajeev-chandrasekhar-3321291/
https://www.financialexpress.com/business/digital-transformation-india-to-develop-its-own-sovereign-ai-infrastructure-rajeev-chandrasekhar-3321291/
https://static.pib.gov.in/WriteReadData/specificdocs/documents/2025/sep/doc202596629501.pdf
https://static.pib.gov.in/WriteReadData/specificdocs/documents/2025/sep/doc202596629501.pdf
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration
https://www.aisi.gov.uk/
https://www.gov.uk/government/collections/sovereign-ai-unit
https://www.ukri.org/news/300-million-to-launch-first-phase-of-new-ai-research-resource
https://www.gov.uk/government/publications/artificial-intelligence-sector-study-2024/artificial-intelligence-sector-study-2024
https://hai.stanford.edu/ai-index/global-vibrancy-tool
https://www.japan.go.jp/kizuna/2024/02/hiroshima_ai_process.html
https://www.oecd.org/en/about/programmes/data-free-flow-with-trust.html
https://www.oecd.org/en/about/programmes/data-free-flow-with-trust.html
https://abci.ai/ja/
https://arxiv.org/html/2411.09134v1
https://blogs.nvidia.com/blog/abci-aist/
https://www.fujitsu.com/global/about/resources/news/press-releases/2024/0510-01.html
https://www.meti.go.jp/english/press/2024/0419_001.html
https://www.meti.go.jp/english/press/2024/0419_001.html
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20240419_9.pdf
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20240419_9.pdf
https://www.msit.go.kr/eng/bbs/view.do?bbsSeqNo=42&mId=4&nttSeqNo=1152&sCode=eng
https://www.msit.go.kr/eng/bbs/view.do?bbsSeqNo=42&mId=4&nttSeqNo=1152&sCode=eng
https://www.reuters.com/business/retail-consumer/south-korea-says-sk-amazon-invest-5-bln-countrys-biggest-data-centre-2025-06-20/
https://www.reuters.com/world/asia-pacific/sk-hynix-invest-nearly-13-bln-chip-packaging-plant-south-korea-2026-01-13
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South Korea’s AI Basic Act183 will be the one of the 
world’s first comprehensive AI legal frameworks to go 
into effect. This law follows the EU AI Act in establish-
ing a risk-based regulatory regime covering high-im-
pact AI systems and generative AI. The Personal 
Information Protection Commission (PIPC) released 
its Guidelines for Personal Data Processing for the 
Development and Use of Generative AI in August 2025, 
clarifying legal standards184 for data use in generative 
AI training and deployment.

LAYER SPECIALISTS

Layer specialists concentrate public investment and 
policy attention based on existing strengths on one 
or two leverage layers, rather than attempting vertical 
integration. These approaches prioritize based on 
existing strengths, such as investment capital, access 
to talent, government agility, existing industries, or 
access to raw materials. These countries typically 
specialize in either upstream components, AI system 
development, or governance and research functions.

Upstream shapers

The United Arab Emirates is using open-source diffu-
sion as a diplomatic and soft-power tool. Central to 
this strategy is G42, the UAE’s primary state-aligned AI 
conglomerate.

The 2024 Microsoft-G42 partnership185 illustrates 
this hybrid sovereignty model.186 Under the deal, the 
UAE retains ownership of physical infrastructure 
through G42, while Microsoft has operational control, 
cloud services, and compliance obligations under an 
Intergovernmental Assurance Agreement (IGAA). This 
arrangement allows the UAE to scale advanced com-
pute domestically but cedes control to a U.S. company 
on many governance, compliance, and security deci-
sions. Similar dynamics are visible in Stargate UAE,187 
a planned multi-gigawatt AI campus backed by Emirati 
capital and energy but reliant on U.S. firms for chips, 
models, and system operations, reinforcing the UAE’s 
role as an infrastructure hub rather than a full-stack AI 
producer.

State-backed capital vehicles further reinforce this 

strategy. MGX,188 an Abu Dhabi-based AI investment 
platform with state-owned investment firm Mubadala 

and G42 as founding partners, targets AI infrastructure, 
semiconductors, and enabling technologies globally, 
positioning capital allocation itself as a lever of sover-
eignty and geopolitical influence.

At the model layer, the UAE has pursued both sym-
bolic and practical initiatives. Falcon,189 developed by 
the Technology Innovation Institute, and the Arabic-
focused Jais190 model from Mohamed bin Zayed 
University of Artificial Intelligence (MBZUAI) and 
G42’s Inception, serve different purposes: Falcon’s 
open-weight releases function as soft-power and 
ecosystem-building tools, while Jais is more directly 

“sovereign” in practice, addressing Arabic-language 
capability gaps and public-sector use cases.

Other countries with leading positions in upstream 
components such as raw materials and energy include 
Indonesia, South Africa, and Sweden (see Appendix A).

System and institution shapers

In Canada, sovereignty is a driving factor for state-sup-
ported AI development. The federal government is low-
ering barriers to compute access, particularly for start-
ups and researchers, and has positioned open-source 
AI as a national priority. These efforts are anchored 
in the Toronto-Waterloo corridor’s dense research 
and commercialization ecosystem, reinforced by 
Pan-Canadian AI Strategy phase two funding,191 which 
continues to support the country’s three national AI 
institutes (Vector, Mila, and Amii) while prioritizing 
commercialization and adoption. Complementing this 
research base, the Scale AI supercluster192 translates 
AI research to applied industrial capabilities. In parallel, 
Canada’s critical minerals strategy193 highlights the 
country’s access to rarer minerals such as cobalt, 
graphite, lithium, and nickel, working to strengthen 
their position in upstream layers.

Similarly, Australia’s critical minerals strategy194 aims 
to “build sovereign capability in critical minerals 
processing” while also creating supply chains through 
international partnerships.195 Upstream layers like 
mineral processing and semiconductor tools can help 

https://www.msit.go.kr/eng/bbs/view.do?sCode=eng&mId=4&mPid=2&bbsSeqNo=42&nttSeqNo=1071&searchOpt=ALL
https://connectontech.bakermckenzie.com/south-korea-sets-ai-standard-pipcs-guidelines-for-generative-ai-present-obligations-opportunity/
https://blogs.microsoft.com/blog/2024/04/15/microsoft-and-g42-partner-to-accelerate-ai-innovation-in-uae-and-beyond/
https://cset.georgetown.edu/publication/u-s-ai-statecraft/
https://openai.com/index/introducing-stargate-uae/
https://www.mgx.ae/en
https://falconllm.tii.ae/
https://mbzuai.ac.ae/news/meet-jais-the-worlds-most-advanced-arabic-large-language-model-open-sourced-by-g42s-inception/
https://www.canada.ca/en/innovation-science-economic-development/news/2022/06/government-of-canada-launches-second-phase-of-the-pan-canadian-artificial-intelligence-strategy.html
https://ised-isde.canada.ca/site/global-innovation-clusters/en/canadas-ai-powered-supply-chains-cluster-scale-ai
https://www.canada.ca/en/campaign/critical-minerals-in-canada/canadian-critical-minerals-strategy.html
https://www.industry.gov.au/publications/critical-minerals-strategy-2023-2030
https://www.whitehouse.gov/briefings-statements/2025/10/united-states-australia-framework-for-securing-of-supply-in-the-mining-and-processing-of-critical-minerals-and-rare-earths/
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shape bargaining power and long-term resilience but 
may not have the same direct impact on model auton-
omy in the near future. 

Germany has a strong industrial base. Its national AI 
action plan196 emphasizes competitiveness through re-
search, development, and diffusion of AI into industry, 
and its manufacturing base (Industrie 4.0)197 creates a 
natural pathway for sovereignty-by-adoption in produc-
tion systems even absent a dominant domestic fron-
tier-model lab. As a central EU member, Germany also 
shapes how Europe operationalizes AI governance 
through implementation capacity and industrial-policy 
alignment.

Singapore has focused on building sovereign AI 
models with data and training to better represent do-
mestic culture and languages. Singapore’s SEA-LION 
project,198 launched199 with a government investment 
of roughly $52 million, aims to develop multilingual 
models in Southeast Asian languages. SEA-LION is 
not intended to rival frontier foundation models, but 
it is intended to ensure that high-impact public-sector 
applications are trained on linguistically and culturally 
representative200 data.

Beyond model development, Singapore is positioning 
itself as a governance and testing hub: AI Verify201 pro-
vides a practical testing framework for responsible AI, 
and Singapore’s AI Safety Institute202 is pursuing joint 
testing and technical collaboration with counterpart 
institutes. This coordination role is intertwined with 
regional infrastructure realities; data-center expansion 
serving Singaporean demand is increasingly sited 
across the border203 in Johor, Malaysia.

These countries are case studies of how layer special-
ists are approaching AI sovereignty strategies, but this 
is not an exhaustive list of countries specializing in a 
few AI stack layers. Other examples include France’s 
high number204 of notable205 machine learning models, 
Taiwan’s dominance in semiconductor manufactur-
ing, and several European states, including Spain, 
Luxembourg, Ireland, and Finland, who demonstrate 
high levels206 of AI discussion at the national govern-
ment level, as well as through public AI investments 
and patents. 

OTHER COUNTRIES

For other countries, sovereign AI is often linked to 
regional integration and economic transformation. 
Rather than replicating large-scale model development, 
many African countries are focusing on sovereign data 
centers, interoperable DPI, and cross-border digital 
trade protocols. Countries such as Nigeria and Kenya 
have each emphasized207 localized AI infrastructure 
and training datasets, while others, like the Democratic 
Republic of Congo, are investing208 in mineral-based 
value chains to support upstream AI infrastructure.

Brazil is one example of increased AI deployment. 
The government has taken a “brownfield”209 approach 
to AI deployment, modernizing legacy public-sector 
systems to be interoperable rather than building a 
new stack. Its central innovation is Pix, a real-time 
payments system developed by the Central Bank that 
now has roughly210 172 million users and has pro-
cessed211 over $166.2 billion Brazilian reais in one day 
of transactions. In June 2024, Brazil codified its DPI 
vision in Presidential Decree No. 12.069, defining DPIs 
as “cross-application structuring solutions”212 built for 
the public interest and capable of integrating services 
across both public and private sectors. Reflecting 
Brazil’s federal structure, implementation often occurs 
through cooperation between national-level coordi-
nation and state-level experimentation. Brazil’s 2025 
PBIA (Plano Brasileiro de Inteligência Artificial)213 
frames sovereign AI as a national capacity-building 
program through 2028, with a stated investment of 
roughly 23 billion Brazilian reais and a dedicated infra-
structure-and-compute axis that includes ambitious 
upgrades to national supercomputing capacity.

International cooperation also helps facilitate better 
coordination on critical mineral supply chains. The 
Quad also launched the Quad Critical Minerals 
Initiative214 in 2025 to diversify supply chains. The U.S. 
has also signed several bilateral215 partnerships216 cen-
tered217 on critical218 minerals.219 The African Union’s 
Digital Transformation Strategy envisions220 digital 
infrastructure as key to Agenda 2063 development 
goals, while the African Continental Free Trade Area 
(AfCFTA) positions cross-border data flows as founda-
tional to a regional innovation economy.

https://www.bmftr.bund.de/DE/Forschung/Schluesseltechnologien/KuenstlicheIntelligenz/KiAktionsplan/kiaktionsplan_node.html
https://www.bmftr.bund.de/DE/Forschung/Schluesseltechnologien/KuenstlicheIntelligenz/KiAktionsplan/kiaktionsplan_node.html
https://www.plattform-i40.de/IP/Navigation/EN/Home/home.html
https://sea-lion.ai/
https://sea-lion.ai/
https://www.lawfaremedia.org/article/sovereign-ai-in-a-hybrid-world--national-strategies-and-policy-responses
https://www.atlanticcouncil.org/in-depth-research-reports/issue-brief/sovereign-remedies-between-ai-autonomy-and-control/
https://www.atlanticcouncil.org/in-depth-research-reports/issue-brief/sovereign-remedies-between-ai-autonomy-and-control/
https://www.imda.gov.sg/resources/press-releases-factsheets-and-speeches/press-releases/2022/sg-launches-worlds-first-ai-testing-framework-and-toolkit-to-promote-transparency
https://www.sgaisi.sg/
https://www.bloomberg.com/news/articles/2025-11-26/malaysia-s-data-center-hub-tightens-approvals-on-water-worries
https://ourworldindata.org/grapher/cumulative-number-of-large-scale-ai-systems-by-country?tab=table
https://hai.stanford.edu/ai-index/2024-ai-index-report
https://hai.stanford.edu/ai-index/2024-ai-index-report
https://www.gsma.com/solutions-and-impact/connectivity-for-good/mobile-for-development/wp-content/uploads/2024/07/AI_for_Africa.pdf
https://www.bertelsmann-stiftung.de/en/our-projects/reframetech-algorithmen-fuers-gemeinwohl/project-news/eurostack-a-european-alternative-for-digital-sovereignty
https://www.gov.br/mcti/pt-br/acompanhe-o-mcti/transformacaodigital/arquivosestrategiadigital/digitalstrategy_2022-2026.pdf
https://www.bcb.gov.br/en/financialstability/pixstatistics
https://brazilstockguide.com/insights/pix-sets-new-daily-record-with-almost-300-million-transactions-on-black-friday/
https://brazilstockguide.com/insights/pix-sets-new-daily-record-with-almost-300-million-transactions-on-black-friday/
https://ecdpm.org/application/files/2117/3874/5474/From-India-Stack-to-EuroStack-Reconciling-Approaches-Sovereign-Digital-Infrastructure-ECDPM-Discussion-Paper-384.pdf
https://www.gov.br/mcti/pt-br/centrais-de-conteudo/publicacoes-mcti/plano-brasileiro-de-inteligencia-artificial/pbia_mcti_2025.pdf
https://www.state.gov/releases/office-of-the-spokesperson/2025/07/joint-statement-from-the-quad-foreign-ministers-meeting-in-washington/
https://www.state.gov/releases/office-of-the-spokesperson/2025/07/joint-statement-from-the-quad-foreign-ministers-meeting-in-washington/
https://www.state.gov/strategic-partnership-agreement-between-the-government-of-the-united-states-of-america-and-the-government-of-the-democratic-republic-of-the-congo
https://www.csis.org/analysis/ahead-apec-trump-signs-flurry-bilateral-minerals-agreements-asia-tour
https://home.treasury.gov/news/press-releases/sb0318
https://home.treasury.gov/news/press-releases/sb0318
https://www.whitehouse.gov/briefings-statements/2025/10/united-states-australia-framework-for-securing-of-supply-in-the-mining-and-processing-of-critical-minerals-and-rare-earths/
https://pe.usembassy.gov/the-united-states-of-america-and-peru-sign-mou-to-strengthen-cooperation-on-critical-minerals/
https://au.int/sites/default/files/documents/38507-doc-dts-english.pdf
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PART II.�  
STRATEGIES FOR 
AI SOVEREIGNTY

Assessing approaches to AI sovereignty requires 
looking at AI not as a single product but as a “stack” of 
interconnected layers that enable a complete system. 
These layers—physical input including minerals, energy, 
and water; compute hardware such as semiconduc-
tors; networks; digital infrastructure including cloud 
and data centers; data assets; models, applications, 
and crosscutting enablers including talent and gover-
nance—jointly determine capability and risk. 

Table A treats AI sovereignty as a set of layered 
constraints, leverage or choke points, and oppor-
tunities. The columns show how dependencies 
compound across layers of the stack, while the rows 
show how absolute control is structurally infeasible. 
Governments should assess their competitive advan-
tages and take a clear-eyed view into vulnerabilities 
from varying levels of concentration across the AI 
stack. 

These layers are also transnational.221 Because the 
lower layers of the AI stack, such as advanced chips 
and frontier foundation models, are dominated222 
by a small number of highly capitalized actors, op-
portunities for broad-based innovation and national 
sovereignty are structurally limited at those levels. 
A disruption or choke point in one layer, such as a 
shortage223 of specialized chips, causes risk224 through 
the entire system and gives certain countries leverage 

Why absolute AI sovereignty is impossible

over others. In contrast, the upper layers of the stack, 
particularly applications and domain-specific systems, 
offer far greater scope for differentiation, competition, 
and local value creation. These layers allow govern-
ments, firms, and institutions to tailor AI to national 
priorities, regulatory frameworks, languages, and 
sectoral needs, making applications the primary locus 
where most countries can realistically exercise AI sov-
ereignty and capture economic and societal benefits.

As one of the authors (Kerry) has previously argued,225 
the key inputs to AI development are intrinsically 
subject to economies of scale, and many inputs 
(especially R&D) are products of collaboration across 
national boundaries. Accordingly, coordinated sover-
eignty strategies may risk duplicative investments and 
fragmented supply chains rather than resilience.

Not all layers of the AI stack are equally relevant for 
managing sovereignty. Their significance depends in 
part on a country’s position in the global economy and 
its level of digital development. In wealthy, advanced 
digital economies, access to advanced hardware and 
compute capacity has emerged as essential to AI 
sovereignty, but for countries on the other side of the 
digital divide, network infrastructure and connectivity 
can be critical, not only for access to AI systems, but 
also the availability of domestically relevant data. 

https://link.springer.com/article/10.1007/s00146-025-02625-y
https://yalelawandpolicy.org/antimonopoly-approach-governing-artificial-intelligence
https://www.csis.org/analysis/choking-chinas-access-future-ai
https://www.ibm.com/think/topics/ai-stack
https://www.brookings.edu/articles/strengthening-international-cooperation-on-ai/
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TABLE A

The AI Stack: layered dependencies, concentration points, and mitigation levers
The AI stack: layered dependencies, concentration points, and mitigation levers.

Physical inputs

Critical minerals
Australia and Chile (lithium); China (processing, refining, and 
rare earths mining); Democratic Republic of the Congo 
(cobalt)

Extraction is concentrated for several critical minerals, while downstream 
processing and refining are heavily concentrated in China, creating 
exposure to export controls, price volatility, and geopolitical leverage.

Diversify supply toward allied jurisdictions; strategic 
stockpiling; recycling and substitution; investment in 
alternative materials.

Energy Canada, EU, Nordic states, United States; Middle East 
(emerging hubs)

AI infrastructure requires reliable, low-cost power at scale. Permitting 
delays, grid congestion, and local opposition constrain expansion in 
established markets, while emerging hubs may introduce new geopolitical 
dependencies.

Grid modernization and expansion; diversified energy 
mix; colocation with generation capacity; long-term 
power purchase agreements.

Water Regionally variable; Middle East and parts of Asia 
(desalination capacity)

Water-intensive cooling constrains data-center siting and can generate 
environmental and political opposition in water-stressed regions. 
Desalination capacity is geographically concentrated, creating secondary 
dependencies.

Deploy advanced cooling technologies; water-efficient 
infrastructure; siting strategies aligned with water 
availability; desalination investment where required.

Digital infrastructure

Compute hardware
United States (design and IP); Taiwan (advanced 
fabrication); South Korea (memory, packaging); Netherlands 
and Japan (equipment); China (legacy nodes)

Single-firm and single-country choke points in advanced lithography, 
leading-edge fabrication, and high-bandwidth memory, combined with 
long lead times and export-control exposure, create systemic supply risk.

Diversify fabrication and packaging capacity across 
allied jurisdictions; support alternative architectures; 
strategic inventory buffers; domestic equipment 
capability where feasible.

Digital infrastructure (cloud and platforms) United States (hyperscalers); China (domestic platforms); 
EU, U.K., Japan

Vendor lock-in to dominant cloud providers creates pricing and 
jurisdictional exposure. Integrated tooling ecosystems raise switching 
costs and operational dependency.

Adopt multi-cloud strategies; interoperability 
requirements; open tooling; contractual safeguards 
(recognizing limits under geopolitical stress).

Networks and connectivity United States, EU, China, South Korea, Japan, Sweden
Risks include subsea cable fragility and exposure to disruption or 
interception; vendor concentration in network equipment markets; and 
geopolitical contestation over telecommunications infrastructure.

Physical and routing redundancy; vendor diversification; 
hardened protocols; monitoring and incident response 
capacity.

AI models and capabilities

Software frameworks and technical standards United States (major machine learning frameworks); China 
(domestic frameworks)

Framework and ecosystem dominance create path dependency. Tight 
hardware–software coupling increases switching costs. Standards 
processes may be shaped by dominant ecosystem actors.

Support interoperable frameworks; invest in open 
standards; participate in international standards bodies; 
develop abstraction layers to reduce lock-in.

Data assets United States, China, India (scale); EU, U.K, Canada, 
Australia (governance and quality)

Proprietary dataset control by large platforms and legal uncertainty 
around training data reuse create risks; localization requirements 
fragment access. Scale advantages favor large, digitally active 
populations.

Public-sector data release with clear licensing; trusted 
data-sharing infrastructure; curated domestic datasets; 
legal clarity on training data use.

Models and training capacity United States and China (frontier scale); U.K., France, South 
Korea, India, UAE (emerging)

Frontier-scale training and evaluation capacity is concentrated in a small 
number of firms and jurisdictions. Independent access to evaluation and 
safety-testing infrastructure is limited.

Invest in frontier-model development where resources 
allow; otherwise focus on open-weight models, fine-
tuning, and domain adaptation; build independent 
evaluation capacity.

Application and deployment

Applications and deployment Broadly distributed; United States and China lead in scale; 
U.K., South Korea, India, EU active by sector.

Downstream actors inherit upstream concentration risks. Dependence on 
external models and platforms limits operational autonomy. Skills and 
procurement gaps constrain effective deployment.

Integration capacity-building; procurement frameworks 
emphasizing substitutability; sector-specific adaptation; 
vendor diversification.

Talent and research (crosscutting)

Talent and research (crosscutting) United States (primary hub); China, U.K., Canada, EU, Israel
Advanced AI research and engineering talent is concentrated in a small 
number of institutions and firms. Compensation and compute access 
differentials drive talent concentration.

Competitive research environments; targeted 
immigration pathways; domestic research investment; 
industry–academia partnerships.

Governance and regulatory frameworks (crosscutting)

Regulatory frameworks EU (risk-based framework); U.S. (sectoral and voluntary 
approaches); China (algorithm and content regulation)

Regulatory divergence increases compliance complexity and 
fragmentation. Compliance burdens may advantage large incumbents. 
Early regulatory models may become de facto benchmarks.

Active engagement in standards development; 
compliance infrastructure investment; regulatory 
sandboxes; international coordination where feasible.

Layer
Key jurisdictions, in order of strategic leverage or 
concentration Concentration risks Mitigation strategies

Source: Authors' determinations using data from the Global Critical Minerals Outlook (May 21, 2025), International Energy Agency, Electricity Mix, Market share for logic chip production, by manufacturing stage, and Cumulative number of large-
scale AI systems by country since 2017 (2021-2024, Our World in Data), Stanford AI Index Report (2025, Stanford AI Human-Centered Artificial Intelligence), Data Centers Around the World (May 2021, United States International Trade
Commission), Broadband statistics (2024, OECD), Safeguarding Subsea Cables (2024, Center for Strategic and International Studies), GitHub Repositories (January 2026, GitHub), Distribution of Authors per Country (August 2024, Internet
Engineering Task Force), ICT service exports (BoP, current US$) (2024, World Bank), Individuals using the Internet (2025, International Telecommunication Union), and Wikimedia statistics (2025, Wikimedia).
Note: The table presents layers separately, but strategic planning should account for cross-layer dependencies. Governance frameworks and talent are treated as cross-cutting layers affecting all stack levels.
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SOURCE: Authors’ determinations using data from the Global Critical Minerals Outlook (May 21, 2025), International Energy Agency, Electricity Mix, Market share for logic 
chip production, by manufacturing stage, and Cumulative number of large-scale AI systems by country since 2017 (2021-2024, Our World in Data), Stanford AI Index Report 
(2025, Stanford AI Human-Centered Artificial Intelligence), Data Centers Around the World (May 2021, United States International Trade Commission), Broadband statistics 
(2024, OECD), Safeguarding Subsea Cables (2024, Center for Strategic and International Studies), GitHub Repositories (January 2026, GitHub), Distribution of Authors 
per Country (August 2024, Internet Engineering Task Force), ICT service exports (BoP, current US$) (2024, World Bank), Individuals using the Internet (2025, International 
Telecommunication Union), and Wikimedia statistics (2025, Wikimedia). 

NOTE: The table presents layers separately, but strategic planning should account for cross-layer dependencies. Governance frameworks and talent are treated as cross-
cutting layers affecting all stack levels.

TABLE A (CONTINUED)

The AI Stack: layered dependencies, concentration points, and mitigation leversThe AI stack: layered dependencies, concentration points, and mitigation levers.

Physical inputs

Critical minerals
Australia and Chile (lithium); China (processing, refining, and 
rare earths mining); Democratic Republic of the Congo 
(cobalt)

Extraction is concentrated for several critical minerals, while downstream 
processing and refining are heavily concentrated in China, creating 
exposure to export controls, price volatility, and geopolitical leverage.

Diversify supply toward allied jurisdictions; strategic 
stockpiling; recycling and substitution; investment in 
alternative materials.

Energy Canada, EU, Nordic states, United States; Middle East 
(emerging hubs)

AI infrastructure requires reliable, low-cost power at scale. Permitting 
delays, grid congestion, and local opposition constrain expansion in 
established markets, while emerging hubs may introduce new geopolitical 
dependencies.

Grid modernization and expansion; diversified energy 
mix; colocation with generation capacity; long-term 
power purchase agreements.

Water Regionally variable; Middle East and parts of Asia 
(desalination capacity)

Water-intensive cooling constrains data-center siting and can generate 
environmental and political opposition in water-stressed regions. 
Desalination capacity is geographically concentrated, creating secondary 
dependencies.

Deploy advanced cooling technologies; water-efficient 
infrastructure; siting strategies aligned with water 
availability; desalination investment where required.

Digital infrastructure

Compute hardware
United States (design and IP); Taiwan (advanced 
fabrication); South Korea (memory, packaging); Netherlands 
and Japan (equipment); China (legacy nodes)

Single-firm and single-country choke points in advanced lithography, 
leading-edge fabrication, and high-bandwidth memory, combined with 
long lead times and export-control exposure, create systemic supply risk.

Diversify fabrication and packaging capacity across 
allied jurisdictions; support alternative architectures; 
strategic inventory buffers; domestic equipment 
capability where feasible.

Digital infrastructure (cloud and platforms) United States (hyperscalers); China (domestic platforms); 
EU, U.K., Japan

Vendor lock-in to dominant cloud providers creates pricing and 
jurisdictional exposure. Integrated tooling ecosystems raise switching 
costs and operational dependency.

Adopt multi-cloud strategies; interoperability 
requirements; open tooling; contractual safeguards 
(recognizing limits under geopolitical stress).

Networks and connectivity United States, EU, China, South Korea, Japan, Sweden
Risks include subsea cable fragility and exposure to disruption or 
interception; vendor concentration in network equipment markets; and 
geopolitical contestation over telecommunications infrastructure.

Physical and routing redundancy; vendor diversification; 
hardened protocols; monitoring and incident response 
capacity.

AI models and capabilities

Software frameworks and technical standards United States (major machine learning frameworks); China 
(domestic frameworks)

Framework and ecosystem dominance create path dependency. Tight 
hardware–software coupling increases switching costs. Standards 
processes may be shaped by dominant ecosystem actors.

Support interoperable frameworks; invest in open 
standards; participate in international standards bodies; 
develop abstraction layers to reduce lock-in.

Data assets United States, China, India (scale); EU, U.K, Canada, 
Australia (governance and quality)

Proprietary dataset control by large platforms and legal uncertainty 
around training data reuse create risks; localization requirements 
fragment access. Scale advantages favor large, digitally active 
populations.

Public-sector data release with clear licensing; trusted 
data-sharing infrastructure; curated domestic datasets; 
legal clarity on training data use.

Models and training capacity United States and China (frontier scale); U.K., France, South 
Korea, India, UAE (emerging)

Frontier-scale training and evaluation capacity is concentrated in a small 
number of firms and jurisdictions. Independent access to evaluation and 
safety-testing infrastructure is limited.

Invest in frontier-model development where resources 
allow; otherwise focus on open-weight models, fine-
tuning, and domain adaptation; build independent 
evaluation capacity.

Application and deployment

Applications and deployment Broadly distributed; United States and China lead in scale; 
U.K., South Korea, India, EU active by sector.

Downstream actors inherit upstream concentration risks. Dependence on 
external models and platforms limits operational autonomy. Skills and 
procurement gaps constrain effective deployment.

Integration capacity-building; procurement frameworks 
emphasizing substitutability; sector-specific adaptation; 
vendor diversification.

Talent and research (crosscutting)

Talent and research (crosscutting) United States (primary hub); China, U.K., Canada, EU, Israel
Advanced AI research and engineering talent is concentrated in a small 
number of institutions and firms. Compensation and compute access 
differentials drive talent concentration.

Competitive research environments; targeted 
immigration pathways; domestic research investment; 
industry–academia partnerships.

Governance and regulatory frameworks (crosscutting)

Regulatory frameworks EU (risk-based framework); U.S. (sectoral and voluntary 
approaches); China (algorithm and content regulation)

Regulatory divergence increases compliance complexity and 
fragmentation. Compliance burdens may advantage large incumbents. 
Early regulatory models may become de facto benchmarks.

Active engagement in standards development; 
compliance infrastructure investment; regulatory 
sandboxes; international coordination where feasible.

Layer
Key jurisdictions, in order of strategic leverage or 
concentration Concentration risks Mitigation strategies

Source: Authors' determinations using data from the Global Critical Minerals Outlook (May 21, 2025), International Energy Agency, Electricity Mix, Market share for logic chip production, by manufacturing stage, and Cumulative number of large-
scale AI systems by country since 2017 (2021-2024, Our World in Data), Stanford AI Index Report (2025, Stanford AI Human-Centered Artificial Intelligence), Data Centers Around the World (May 2021, United States International Trade
Commission), Broadband statistics (2024, OECD), Safeguarding Subsea Cables (2024, Center for Strategic and International Studies), GitHub Repositories (January 2026, GitHub), Distribution of Authors per Country (August 2024, Internet
Engineering Task Force), ICT service exports (BoP, current US$) (2024, World Bank), Individuals using the Internet (2025, International Telecommunication Union), and Wikimedia statistics (2025, Wikimedia).
Note: The table presents layers separately, but strategic planning should account for cross-layer dependencies. Governance frameworks and talent are treated as cross-cutting layers affecting all stack levels.

The AI stack: layered dependencies, concentration points, and mitigation levers.

Physical inputs

Critical minerals
Australia and Chile (lithium); China (processing, refining, and 
rare earths mining); Democratic Republic of the Congo 
(cobalt)

Extraction is concentrated for several critical minerals, while downstream 
processing and refining are heavily concentrated in China, creating 
exposure to export controls, price volatility, and geopolitical leverage.

Diversify supply toward allied jurisdictions; strategic 
stockpiling; recycling and substitution; investment in 
alternative materials.

Energy Canada, EU, Nordic states, United States; Middle East 
(emerging hubs)

AI infrastructure requires reliable, low-cost power at scale. Permitting 
delays, grid congestion, and local opposition constrain expansion in 
established markets, while emerging hubs may introduce new geopolitical 
dependencies.

Grid modernization and expansion; diversified energy 
mix; colocation with generation capacity; long-term 
power purchase agreements.

Water Regionally variable; Middle East and parts of Asia 
(desalination capacity)

Water-intensive cooling constrains data-center siting and can generate 
environmental and political opposition in water-stressed regions. 
Desalination capacity is geographically concentrated, creating secondary 
dependencies.

Deploy advanced cooling technologies; water-efficient 
infrastructure; siting strategies aligned with water 
availability; desalination investment where required.

Digital infrastructure

Compute hardware
United States (design and IP); Taiwan (advanced 
fabrication); South Korea (memory, packaging); Netherlands 
and Japan (equipment); China (legacy nodes)

Single-firm and single-country choke points in advanced lithography, 
leading-edge fabrication, and high-bandwidth memory, combined with 
long lead times and export-control exposure, create systemic supply risk.

Diversify fabrication and packaging capacity across 
allied jurisdictions; support alternative architectures; 
strategic inventory buffers; domestic equipment 
capability where feasible.

Digital infrastructure (cloud and platforms) United States (hyperscalers); China (domestic platforms); 
EU, U.K., Japan

Vendor lock-in to dominant cloud providers creates pricing and 
jurisdictional exposure. Integrated tooling ecosystems raise switching 
costs and operational dependency.

Adopt multi-cloud strategies; interoperability 
requirements; open tooling; contractual safeguards 
(recognizing limits under geopolitical stress).

Networks and connectivity United States, EU, China, South Korea, Japan, Sweden
Risks include subsea cable fragility and exposure to disruption or 
interception; vendor concentration in network equipment markets; and 
geopolitical contestation over telecommunications infrastructure.

Physical and routing redundancy; vendor diversification; 
hardened protocols; monitoring and incident response 
capacity.

AI models and capabilities

Software frameworks and technical standards United States (major machine learning frameworks); China 
(domestic frameworks)

Framework and ecosystem dominance create path dependency. Tight 
hardware–software coupling increases switching costs. Standards 
processes may be shaped by dominant ecosystem actors.

Support interoperable frameworks; invest in open 
standards; participate in international standards bodies; 
develop abstraction layers to reduce lock-in.

Data assets United States, China, India (scale); EU, U.K, Canada, 
Australia (governance and quality)

Proprietary dataset control by large platforms and legal uncertainty 
around training data reuse create risks; localization requirements 
fragment access. Scale advantages favor large, digitally active 
populations.

Public-sector data release with clear licensing; trusted 
data-sharing infrastructure; curated domestic datasets; 
legal clarity on training data use.

Models and training capacity United States and China (frontier scale); U.K., France, South 
Korea, India, UAE (emerging)

Frontier-scale training and evaluation capacity is concentrated in a small 
number of firms and jurisdictions. Independent access to evaluation and 
safety-testing infrastructure is limited.

Invest in frontier-model development where resources 
allow; otherwise focus on open-weight models, fine-
tuning, and domain adaptation; build independent 
evaluation capacity.

Application and deployment

Applications and deployment Broadly distributed; United States and China lead in scale; 
U.K., South Korea, India, EU active by sector.

Downstream actors inherit upstream concentration risks. Dependence on 
external models and platforms limits operational autonomy. Skills and 
procurement gaps constrain effective deployment.

Integration capacity-building; procurement frameworks 
emphasizing substitutability; sector-specific adaptation; 
vendor diversification.

Talent and research (crosscutting)

Talent and research (crosscutting) United States (primary hub); China, U.K., Canada, EU, Israel
Advanced AI research and engineering talent is concentrated in a small 
number of institutions and firms. Compensation and compute access 
differentials drive talent concentration.

Competitive research environments; targeted 
immigration pathways; domestic research investment; 
industry–academia partnerships.

Governance and regulatory frameworks (crosscutting)

Regulatory frameworks EU (risk-based framework); U.S. (sectoral and voluntary 
approaches); China (algorithm and content regulation)

Regulatory divergence increases compliance complexity and 
fragmentation. Compliance burdens may advantage large incumbents. 
Early regulatory models may become de facto benchmarks.

Active engagement in standards development; 
compliance infrastructure investment; regulatory 
sandboxes; international coordination where feasible.

Layer
Key jurisdictions, in order of strategic leverage or 
concentration Concentration risks Mitigation strategies

Source: Authors' determinations using data from the Global Critical Minerals Outlook (May 21, 2025), International Energy Agency, Electricity Mix, Market share for logic chip production, by manufacturing stage, and Cumulative number of large-
scale AI systems by country since 2017 (2021-2024, Our World in Data), Stanford AI Index Report (2025, Stanford AI Human-Centered Artificial Intelligence), Data Centers Around the World (May 2021, United States International Trade
Commission), Broadband statistics (2024, OECD), Safeguarding Subsea Cables (2024, Center for Strategic and International Studies), GitHub Repositories (January 2026, GitHub), Distribution of Authors per Country (August 2024, Internet
Engineering Task Force), ICT service exports (BoP, current US$) (2024, World Bank), Individuals using the Internet (2025, International Telecommunication Union), and Wikimedia statistics (2025, Wikimedia).
Note: The table presents layers separately, but strategic planning should account for cross-layer dependencies. Governance frameworks and talent are treated as cross-cutting layers affecting all stack levels.



18IS AI SOVEREIGNTY POSSIBLE? BALANCING AUTONOMY AND INTERDEPENDENCE

Figure 2 shows dependencies and consequences of disruption in each layer of the stack. 

For each layer of the stack, governments should assess four questions:

1.	 System criticality: If this layer were disrupted or constrained, would it create a binding 
bottleneck for the rest of the AI stack?

2.	 Near-term policy tractability: Can a government meaningfully improve its strategic posi-
tion in this layer within a realistic policy timeframe (e.g., 3–5 years)?

3.	 Market structure and substitutability: Does this layer offer genuine supplier or architec-
tural alternatives, or is it characterized by single-firm or single-jurisdiction dominance?

4.	 Risk management under dependency: Where foreign reliance is unavoidable, can exposure 
be reduced through governance mechanisms, diversification strategies, or technical and 
architectural design choices?

FIGURE 2

Interdependencies across the AI stack226

Compute hardware 
If disrupted: Reduces
training and inference
capacity and raises
compute costs 

Cloud and data centers
and platforms
If disrupted: Limits model
training, hosting, and
large-scale inference 

Models and training
capacity
If disrupted: Constrains
downstream AI capability 

Software frameworks
and technical standards
If disrupted: Slows
deployment, auditing, and
scaling of AI systems. 

Data assets
If disrupted:
Reduces model
quality and domain
performance 

Networks
If disrupted: Reduces
reliability, latency, and
cross-border AI
service delivery 

Water
If disrupted: Constrains
data center siting, cooling,
and expansion 

Energy
If disrupted: Limits power
availability for compute
and data center
operations.   

Critical Minerals
If disrupted: Constrains
advanced chip fabrication
and hardware supply 

Talent and
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development,

and integration
capacity 

Governance and
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Constrains data
use, model

deployment, and
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Digital
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AI models
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Cross-cutting
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Source: Authorsʼ qualitative determinations. For more information on determinations, see Appendix B.

Interdependencies across the AI stack 

SOURCE: Authors’ qualitative determinations. For more information on determinations, see Appendix B.

NOTE: Figure 2 maps primary dependency paths related to sovereignty risks. Cross-border concentration increases as you 
move down the stack. Text in each layer shows consequences of disruptions at that layer. Disruptions at upstream layers—such 
as physical inputs or digital infrastructure—propagate downward, constraining model development and, ultimately, application 
deployment. Governance and talent function as crosscutting enablers rather than linear dependencies.
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Taken together, these patterns point to a structural 
conclusion. Because advantages and vulnerabilities 
are distributed unevenly across the stack, and because 
most of the critical layers are intrinsically transna-
tional, assembling a complete AI stack is a near 
impossibility. Policymakers need to be strategic in 
how they pursue AI sovereignty as a means to shape 
interdependence across the stack. As Marc-Étienne 
Ouimette noted227 in a Brookings-Centre for European 
Policy Studies (CEPS) Forum for Cooperation on AI 
(FCAI) public forum on “The American AI stack and 
the world,” sovereignty is not about chasing complete 
domestic production and control over the entire AI 
stack; rather, it involves focusing on those areas that 
a government can realistically influence or control. 
Doing so calls for careful consideration of capabilities 
and vulnerabilities and the resulting comparative 
advantages and disadvantages they create. 

To accomplish this, policymakers need to make 
selective strategic choices, which “should be sec-
tor-specific228 and support a diverse range of model 
types, grounded in real-world use cases and patterns 
of adoption.” In practice, this often means pursuing a 
mix of approaches that prioritize near-term, feasible 
investments—such as applications and deployment—
while addressing longer-term objectives that can 
include targeted reductions in dependencies and 
vulnerabilities where a country has, or can plausibly 
develop, comparative advantage.

In this vein, governments are designing sovereignty 
strategies to manage specific vulnerabilities across 
layers of the stack. A non-exhaustive list of sovereign 
policy strategies229 includes supplier diversification, 
alliances and partnerships, interoperable technologies, 
investments in open models, participation in standard 
setting, industrial subsidies, data-localization laws, 
regulatory oversight, auditing and certification regimes, 
public procurement strategies, and export controls. 
The choice and combination of these instruments vary 
across jurisdictions, creating a variety of sovereign AI 

approaches based on jurisdictional motivations and 
capabilities. Some of these approaches may not take 
adequate stock of capabilities and may be too scatter-
shot or capital-intensive

Many governance approaches lean heavily on domes-
tic talent to facilitate R&D across the stack. Several 
countries—in both advanced economies like those in 
Europe as well as in emerging economies—are con-
fronting “brain drain,” where talent emigrates due to 
higher incentives or opportunities elsewhere. Talent 
is widely distributed, but highly stratified by market, 
and mobility often depends on education and publi-
cation opportunities, as well as ease of immigration 
pathways. By building talent infrastructure, such as 
research centers230 and accelerators,231 facilitating 
easier immigration pathways, investing in education, 
and incentivizing R&D, countries can work toward a 
domestic talent pipeline. 

Open-weight models can also help mitigate mobility 
challenges, allowing multiple global collaborators 
to contribute to projects regardless of location and 
offer shortcuts to development of systems that can 
service local communities. Open-weight models fill 
a different role than proprietary models. On average, 
70% of model usage232 is from proprietary models, 
which will continue to dominate enterprise functions 
and national security or sensitive usage. However, 
open-weight models can bring233 more groups into the 
market that cannot otherwise afford closed-weight 
models.

Managed interdependence is a strategy not only 
for small-to-medium-income countries. Even the AI 
superpowers have vulnerabilities and disadvantages 
and can find synergies in pooling their capabilities 
with those of other countries. In the next subsection, 
we look at how the U.S. and China are approaching AI 
sovereignty and how other countries are responding.

Why managed interdependence

https://www.brookings.edu/events/the-american-ai-stack-and-the-world/
https://www.brookings.edu/articles/the-myth-of-the-monolith-ai-is-not-one-thing/
https://www.brookings.edu/articles/the-myth-of-the-monolith-ai-is-not-one-thing/
https://www.brookings.edu/wp-content/uploads/2021/10/Strengthening-International-Cooperation-AI_ExecutiveSummary_Oct21.pdf
https://www.brookings.edu/wp-content/uploads/2021/10/Strengthening-International-Cooperation-AI_ExecutiveSummary_Oct21.pdf
https://www.mediaoffice.abudhabi/en/technology/g42-and-microsoft-to-establish-two-research-centres-in-abu-dhabi-to-advance-development-of-responsible-artificial-intelligence/
https://about.fb.com/news/2024/06/meta-hugging-face-and-scaleway-announce-a-new-ai-accelerator-program-for-european-startups/
https://openrouter.ai/state-of-ai#open-vs_-closed-source-models
https://opensource.org/blog/compelling-responses-to-ntias-ai-open-model-weights-rfc
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FOR THE UNITED STATES: UPHOLDING  
AI LEADERSHIP

Currently, the United States is the recognized leader in 
AI across multiple layers of the AI stack. Rapid inno-
vation and massive private investment have given U.S. 
firms a first-mover advantage in foundation models. 
This position provides a strong grip on the domestic 
market for AI systems and has enabled U.S. AI firms to 
provide highly competitive offerings in other markets 
and establish a large global footprint. The AI Action 
Plan234 seeks to leverage both of these positions, the 
former with policies to support innovation and adop-
tion and the latter with a plan to export the “full AI 
technology stack” to allies and partners.

This competitive position nevertheless faces chal-
lenges. U.S. AI firms now face rising competition 
from numerous smaller, more efficient open-weight or 
open-source models like China’s DeepSeek and others. 
These models are attractive not only to nations without 
large-scale information technology infrastructure, but 
also in the U.S. market. In aggregate, on the Hugging 
Face open platform, there have been 818 million down-
loads235 of Chinese models, compared to 601 million 
downloads of U.S. models, and 141 million downloads 
of EU models—potentially reflecting236 the larger num-
ber of Chinese open models. Between August 2024 
and August 2025, Chinese open models comprised237 
17.1% of all Hugging Face downloads, surpassing the 
15.8% of downloads from U.S. developers. The various 
reactions against U.S. AI technology discussed earlier 
in this report may make these alternatives more attrac-
tive as paths to AI sovereignty movement.

To overcome these currents, the U.S. will need to align 
the AI Action Plan and American AI Exports Program 
with a strategy of managed interdependence that 
pairs carefully chosen export agreements238 with 
sustained capacity building. Proclaiming American 

“dominance” in AI is unlikely to reassure allies and 
customers already concerned about overexposure 
to U.S. technology and who see the U.S. as a “hege-
mon.”239 This posturing risks ceding soft power and 

future markets to China’s integrated development 
partnership offerings.

Moreover, promoting AI as “the full American AI stack” 
may be perceived as a one-size-fits-all, take-it-or-leave 
offer. This may not have been the intention; Michael 
Kratsios, director of the White House Office of Science 
and Technology Policy and a principal author of the 
AI Action Plan, explained240 that the concept emerged 
in reaction to China’s success in exporting turnkey 
telecommunications systems, like Huawei. However, 
general-purpose AI systems are nowhere near as 
fungible as telecom systems, and most countries 
neither need nor can absorb every layer of the AI 
stack. AI exports will therefore need to be modular and 
fine-tuned to local needs and languages (just as they 
are for enterprise applications) and supported241 by 
development-oriented engagement, including training, 
capacity building, and the provision of compute infra-
structure, for the United States to remain a credible 
long-term partner.

In this context, managing interdependence requires 
working with governments and stakeholders to scope 
concrete needs in partnership242 with participants 
in the export program. The aim should be to offer 
specific solutions, such as targeted compute access, 
sector-specific applications, or governance and assur-
ance capacity, rather than a complete stack. During a 
Brookings public event243 on AI, Pablo Chavez, founder 
and principal of Tech Policy Solutions LLC and an 
adjunct senior fellow at the Center for a New American 
Security, referred to “shared sovereignty,” citing as 
examples the U.S.−UAE and U.S.−Saudi Arabia joint 
venture agreements for the joint construction of data 
centers by U.S. companies powered by advanced 
semiconductors. This example demonstrated that the 
AI export plan operates to promote interdependence, 
expanding U.S. markets by tailoring offerings to needs 
and aspirations on the ground and providing players 
there with agency in the AI solutions deployed.

U.S. diplomatic, commercial, and intelligence capa-
bilities can help to identify local needs where such 

Putting managed interdependence into practice
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targeted interventions would meaningfully reduce 
partner vulnerabilities. This approach aligns AI exports 
with development and capacity-building objectives 
rather than creating new forms of dependencies. The 
Trade and Development Agency has funding autho-
rized244 by the recent National Defense Authorization 
Act that could fund AI projects that can achieve such 
an effect. 

The leading U.S. AI systems have strengths that can 
be adapted for these purposes. As recent advances in 
AI distillation demonstrate, the wide array of data used 
to train foundation models can be used for additional 
training and fine-tuning. U.S. providers with experience 
in adapting AI to a variety of enterprise situations and 
languages may have an advantage in adapting AI to 
Indo-European languages and others. For example, 
Microsoft is in the process of expanding the applicabil-
ity of its LLMs to European languages245 with less of a 
digitized corpus than more widely known and trans-
lated languages. Most major U.S. developers also offer 
small or specialized models; six of the 10 top models 
under 12 billion parameters downloaded246 from 
Hugging Face are from U.S. organizations. In addition, 
the U.S. models have been developed independently 
of the state, in contrast to Chinese models that are 
chilled by content controls and therefore aligned to 
benchmarks247 “created by removing highly sensitive 
questions that tend to be censored.” These useful 
selling points provide a structural advantage.

The U.S. also has effectively begun to employ man-
aged interdependence by recognizing persistent 
vulnerabilities in upstream AI inputs, particularly in the 
critical minerals supply chain and energy generation. 
U.S. reliance248 on imports for mining and processing 
critical minerals remains near-total, a risk illustrated 
starkly by the abrupt impact of China’s export con-
trols249 on rare earths and equipment for advanced 
battery manufacturing. Although some restrictions 
were later suspended, others remain in force250 and 
could easily be reinstated now that China has seen 
how its leverage succeeded. The U.S. faces additional 
risks with its reliance251 on Taiwan for advanced chip 
fabrication as well as the manufacturing252 of a wide 
variety of computer components there, in mainland 
China, South Korea, and Japan.

In response, the U.S. has induced Taiwan’s Taiwan 
Semiconductor Manufacturing Company (TSMC) to 
site253 a chip fabrication plant in Arizona. It has also 
prioritized domestic mineral production and funded 
mining and processing companies with equity stakes, 
among other measures. Diversifying supply chains 
will require collaboration with like-minded partners, as 
the Trump administration has done through minerals 
agreements with Cambodia, Japan, Malaysia, and 
Thailand to reduce reliance on China and establishing 
a critical minerals partnership with the Quad allies. 
Examples include partnerships with the Netherlands 
on semiconductor equipment, Canada on energy, oth-
ers for critical minerals, and Japan and South Korea 
and additional partners on advanced components and 
memory chips. In June 2025, the G7 energy ministers 
adopted a Critical Mineral Action Plan254 aimed at 
diversifying responsible production and announced a 
first round of 26 investments over four months. This 
progression of international agreements shows both 
urgency and pragmatism in managing interdepen-
dence in the AI supply chain. These are nonbinding 
agreements; however, many of them are “frameworks” 
and promises of future investment rather than solu-
tions in the works. Making them bear fruit will require 
sustained diplomacy and execution.

The White House AI Action Plan prioritizes255 expand-
ing energy generation and energy grid improvements. 
Other administration policies work against these 
objectives. For example, blocking wind and solar proj-
ects when these sources have accounted for 132.7% 
of the net increases256 in U.S. generation over the past 
10 years, displacing other energy sources. In addition, 
U.S. policies toward Canada, a key neighbor, including 
a 10% tariff257 on energy imports, have had an impact 
on a major source of electricity supply and have led to 
significant reductions258 in power transmissions from 
Canada. Continuation of such policies will increase 
costs to U.S. energy plants. The U.S. should return to 
an “all-of-the-above” energy strategy.

The U.S. has the presidency of the G20 in 2026. We 
have noted previously259 that the G20 is a difficult 
venue for substantive policy development on AI given 
the differing interests of its makeup. The U.S. will 
face added obstacles coming off its boycott of the 
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Johannesburg G20 meeting a few months prior, and its 
ongoing contention260 with other members and inter-
national forums. Nevertheless, the presidency might 
afford some opportunity to reframe AI sovereignty 
around interoperability, modular exports, and part-
nerships for “digital solidarity”261 as part of a theme 
on “pioneering new innovative opportunities,” while sig-
naling a more customer friendly approach to partner 
countries at different stages of digital development.

FOR THE EUROPEAN UNION: CARVING 
OUT A SPACE

The EU has made technological sovereignty a key 
element of its digital strategy and has set in motion 
the initiatives discussed above across the AI stack, 
including the proposed Chips Act 2.0, the proposed 
Cloud and AI Development Act, AI (giga)factories, and 
Apply AI Strategy, with parallel efforts driven by large 
member states like the joint task force on European 
digital sovereignty. After the U.S. and China, the com-
bined EU is the third largest investor262 in AI.

Many of these initiatives appear promising and 
complementary, but some may be duplicative or follow 
disparate timelines, and, in many cases, the approach 
is insular (e.g., increasing domestic production and 
ring-fencing markets). To strengthen its strategy, the 
EU should ensure disciplined investment and mea-
sured implementation, while emphasizing managed 
interdependence via strategic partnerships, which 
may need to be part of a more gradual approach to 
reducing dependencies. All of this can build resilience 
without trying to replicate the entire AI stack.

On critical raw materials, the EU must pursue reason-
able and pragmatic solutions through international 
alliances and partnerships, such as the EU-Mercosur 
trade agreement263 (in progress)264 and the finalized 
free trade agreement265 with India. Like-minded 
countries, including Canada, Japan, Australia, Norway, 
and the U.S., increasingly emerge as key partners to 
help the EU secure access to raw materials at the 
same time as ramping up domestic production over 
several years. The EU International Digital Strategy,266 
launched in June 2025, should be complemented by 
data-driven research to identify optimal partnerships 

based on technological complementarities. It aims to 
consolidate a network of digital partnerships and dia-
logues to strengthen cooperation on emerging tech-
nologies, such as AI, semiconductors, and quantum. 
While not exclusively focused on critical raw materials, 
this network creates spaces to explore supply-chain 
resilience as part of cooperation on semiconductors 
and secure technology infrastructure. 

Discriminating compute infrastructure investment de-
cisions will be critical to the EU’s future AI competitive-
ness. One important aspect is the site location: Current 
build-outs do not consistently align267 with AI excel-
lence hubs or locations with abundant, low-cost energy 
supplies. The EU should resist spreading compute 
infrastructure across all member states and instead 
concentrate deployments where conditions enable low-
cost, high-impact capacity tailored to priority use cases. 
In deploying compute infrastructure, the EU should 
adopt a hybrid approach to sovereignty that may make 
use of foreign world-class solutions and that preserves 
operational interdependence. This requires supplier 
diversification, interoperability, and portability to enable 
open solutions at higher layers of the stack. Compute 
investments should also avoid overreliance on a single 
chip architecture (e.g., GPUs) by exploring alternatives 
that may better fit forthcoming industrial applications 
identified in the Apply AI Strategy.

Across the AI stack, the EU should articulate concrete 
sovereignty criteria to guide policy development 
and public procurement. The Tech Sovereignty 
Catalogue,268 an initiative by EuroStack proponents, 
can help operationalize this approach. The Catalogue 
is a growing register of European-owned digital 
solutions, characterized by their stack layer and 
positioned269 as “market-ready, sovereign by design, 
and meeting high European standards.” To realize 
its full potential, the Catalogue would benefit from 
greater transparency about eligibility and assess-
ment processes, avoiding suggestions of full-stack 
requirements, and creating a formal feedback loop 
with ongoing policy initiatives. In general, sovereignty 
criteria should cover ownership structure, data juris-
diction, operational transparency, and control over 
infrastructure, while making room for strategic inter-
national collaboration. To create demand for domestic 
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capacity at critical control points like the deployment 
layer, the EU should use public procurement to de-risk 
investment where needed and accelerate adoption 
of technologies compatible with European standards, 
including for interoperability and sustainability.

If sovereignty is framed as freedom of choice—
grounded in interoperable solutions and responsible, 
human-centered AI—a viable still-to-be-implemented270 
initiative is the Digital Commons European Digital 
Infrastructure Consortium.271 Launched in December 
2025, the consortium brings together France, Germany, 
the Netherlands, and Italy and is supported by a 
growing group of candidate members and observers. 
The initiative aims to coordinate public administrations, 
open-source communities, and companies to develop 
open cross-border digital solutions. It can be linked to 
efforts under the EU’s International Digital Strategy, so 
that resulting solutions could serve as the foundation 
for co-development projects272 with aligned partners. 
The strategy could help advance “digital solidarity” in 
cloud computing, where EU dependencies are acutely 
consequential for its AI progress, by engaging with 
the U.S. on long-standing concerns over data flows 
and vendor lock-in, motivated by mutual economic 
gains; such progress, as optimistic as it may sound, 
can enhance AI sovereignty without a compromise to 
competitiveness.

While the expansion of a competitive compute and 
cloud infrastructure can happen gradually, near-term 
progress for the EU will likely require a focus on 
specialized models and applications. A similar key in-
tergovernmental initiative is the AI IPCEI273 (Important 
Project of Common European Interest), which is 
aimed at strengthening EU leadership in industrial AI 
applications and attracts broad member state interest, 
potentially more agile in its governance and delivery 
than the EU-level agenda. The initiative should fully 
leverage synergies with the Apply AI Strategy and be 
complemented with public awareness campaigns to 
foster informed adoption and trust. To ensure model 
adoption, this layer of the stack requires a focus on 
technical reliability, which should therefore be an R&D 
priority. Notably, breakthroughs in reliability—which 
is an ongoing research challenge—offer Europe 
potential for leadership not only in applications but 

in foundational models that may be needed to en-
sure long-term sovereignty. This implies a dual-track 
approach: prioritizing specialized and application-level 
innovation in the near term, while sustaining invest-
ment and coordination toward frontier foundational 
models over the medium- to long-term.

The EU’s success in AI must rest on a robust talent 
strategy to nurture and retain European expertise. 
Talent is the region’s outstanding AI asset: 20.9%274 of 
AI publication citations in 2023 list European authors, 
placing it behind China and ahead of the U.S., show-
ing that the continent’s universities graduate highly 
talented engineers and computer scientists. But a lack 
of opportunities leads to significant talent migration, 
especially to top foreign AI companies or to scaling 
up EU startups in the U.S. To retain talent, the EU’s 
public and private capital investment in AI sovereignty 
needs to include funding for startups and scaleup. The 
EU is piloting a “Startup and Scaleup Strategy”275 but 
needs to ramp up its investment, possibly through a 
pan-European sovereign technology fund modeled 
on Germany’s. Realizing its full promise ultimately 
depends on implementing larger reforms in capital 
markets, as recommended in the Draghi report.276 This 
should encompass EU-wide opportunities for startups 
to raise risk capital. On the side of AI adoption, there is 
a great need for upskilling across government, industry, 
and the education sector; programs should emphasize 
purposeful deployment and public-interest AI (e.g., by 
including knowledge on how to develop and leverage 
open-source AI effectively).

European solutions are unlikely to flourish without a 
more conducive regulatory environment, especially to 
leverage the power of data. The EU has some signif-
icant advantages in data, with national repositories 
of health data and established networks for trusted 
pooling of information in sectors like banking. The 
commission should implement and, where appropriate, 
simplify, and improve its digital legislation, in ways 
that enable innovation without weakening protective 
measures. This should include publishing AI Act 
guidance pending finalized harmonized standards, 
including interim guidance for high-risk systems to act 
as official presumption of conformity; and considering 
enforcement delays, to enable standards completion, 
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with a fixed deadline rather than—as proposed277 in the 
commission’s Digital Omnibus—a flexible delay with 
an upper bound. Targeted changes in data governance 
will be equally worthwhile, especially given the key role 
of data in the Apply AI Strategy. The proposed revision 
of the GDPR in the Digital Omnibus—which would 
enable the use of personal data for AI training as a 

“legitimate interest,” subject to protective measures—is 
a promising effort. GAIA-X’s shift from cloud services 
to data pools for researchers, SMEs, and smaller mem-
ber states, represents another step toward unlocking 
access to data.

Commission President Ursula von der Leyen has 
declared278 that the EU is seeking “independence.” 
Given the EU’s comparative position in AI and the 
extent to which its AI stack relies on U.S. products, its 
sovereignty agenda requires a policy mix that gradu-
ally reduces dependencies, safeguards Europe’s key 
assets (e.g., world-class network infrastructure, data, 
talent, and intellectual property), and builds partner-
ships with other countries that support managed 
interdependence. Through sustained engagement in 
international initiatives and standard-setting bodies, 
the EU can leverage its norm-setting influence to accel-
erate co-development with aligned partners; success 
would strengthen the global AI ecosystem by providing 
integrated and trusted AI infrastructure and services. 
For example, France taking up the G7 presidency in 
2026 represents a channel to translate sovereignty 
initiatives into agenda-setting power within a body that 
has launched several international initiatives around AI 
over the past decade.

FOR CHINA: MOUNTING A CHALLENGE

China has advantages that make it a rival to the U.S. 
for AI leadership. Its government moved early to invest 
heavily279 in AI R&D and ramped up this investment in 
its current five-year plan.280 China’s large population 
produces an abundance of homogenous data and 
of science and technology researchers (now being 
onshored with the drastic reduction of foreign study in 
the U.S.)—advantages that AI pioneer Kai-Fu Lee pre-
dicted281 with significant accuracy would enable rapid 
advances in data-intensive fields like computer vision, 
autonomous cars and drones, and payments.

China comes the closest of any nation to having 
its own control of each layer of the AI stack. This is 
most notable in its leverage over critical minerals; in 
2024, it accounted for282 60% of rare earth elements 
mining, and the country has a virtual global monopoly 
in processing, demonstrated with great effect in its 
trade battles with the U.S. Although China remains 
heavily dependent283 on foreign oil sources to sup-
plement coal, it is expanding its energy supply from 
renewable and nuclear generation at much faster pace 
than coal.284 In these respects, China is strong where 
the U.S. is most vulnerable and is shoring up its own 
vulnerabilities where U.S. supply is tight.

At the model and digital infrastructure layers, China 
has narrowed the gap through these strengths and 
massive investment. The ability of LLMs and other 
generative AI to extract information from heteroge-
neous data sources disrupted the models of iterative 
learning where China’s scale provides an advantage, 
but Chinese researchers adapted quickly and effec-
tively with the development of DeepSeek and other 
small but powerful models like Qwen. Such models 
are widely adopted,285 even by Silicon Valley develop-
ers (as discussed above), because of their availability 
on open-weight/open-source platforms like Hugging 
Face and GitHub and their cost-efficiency.

Like the U.S., China sees an opportunity to enhance 
its soft power by promoting Chinese AI technol-
ogy through DSR AI projects286 and the Shanghai 
Cooperation Organization.287 In what seems like a 
deliberate counterpoint to the White House AI Action 
Plan, China’s “Global AI Governance Action Plan”288 
offers many compatible elements with U.S. policy, 
including strengthening open-source ecosystems 
and supporting international standards development 
organizations. Others note differences, including its 
framing around “global solidarity,” inclusion of energy 
and environmental issues, and mention of the U.N.’s 
Pact for the Future289 and development goals. It also 
gives a nod to “respecting national sovereignty” and 
stresses AI safety more than the U.S. plan. 

China’s global governance plan in effect positions 
its array of smaller, more energy-efficient AI mod-
els alongside the notes of multilateralism and 
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development as alternatives to U.S. technology that 
are adaptable to sovereign AI aspirations. China had 
great success in selling cellular telecommunications 
around the world by delivering Huawei and ZTE 
equipment290 and services as turnkey systems. It may 
see similar opportunities based on these small models 
and associated services and equipment, but as 
discussed above, the fungibility of electronic pipelines, 
switches, and edge devices is far from adapting AI 
models and applications to the diverse needs of local 
languages, cultures, and needs, where human skills 
matter far more than a full AI stack.

China faces AI challenges despite its favorable 
position on many parts of the AI stack. A key part 
of China’s long-term AI strategy has been to develop 
semiconductor supplies in China, especially with U.S. 
export controls limiting access to advanced chips 
and manufacturing equipment. Huawei and others 
have made significant strides in this regard. Even so, 
Chinese semiconductor manufacturers have lagged291 
behind Nvidia’s more advanced chips, limiting its com-
petitiveness in the most complex computations. In 
response, Huawei has focused its latest generation of 
AI hardware on packaging efficient systems292 rather 
than on chip capacity alone.

Chinese AI also has an alignment problem that 
puts it at a disadvantage compared to models and 
systems developed under more liberal governments. 
While Chinese AI policy identifies safety as a major 
objective, and China has established a network of AI 
safety researchers, the priority on content control293 
works to the detriment of safety and security. A Cisco 
study294 found that DeepSeek intercepted no harmful 
commands where OpenAI’s GPT-o1 preview model 
intercepted 74%. 

In examining China’s strategy for promoting AI, Grace 
Yang of the Free University of Berlin poses the ques-
tion,295 “can a system rooted in domestic surveillance 
and censorship truly earn global trust and become 
the basis for a national standard of openness?” 
Concerns around trustworthiness ultimately bounded 
the adoption of Huawei and ZTE telecommunications 
equipment due to concerns about the security of the 
systems at a time when Chinese stated control of 

enterprises was less pervasive. Since then, the coun-
try has significantly ratcheted up296 state ownership, 
party influence, and civil-military fusion and has more 
thorough regulation of content, data, and cybersecurity 
to ensure that digital technology conforms to party 
ideology and government requirements.297 AI systems 
are no exception.

While the opportunity for low-cost development can be 
attractive for autocratic countries and convenient for 
others, the offer has limitations. Countries that sign 
deals for DSR infrastructure or funding may sacrifice 
data security298 or privacy,299 take on debt risks from 
opaque financing terms, and entrench authoritarian 
capabilities in surveillance technologies, including 
sensing devices and cameras for facial recognition.300 
By embedding Chinese equipment and software into 
recipient countries’ AI stacks, the DSR extends China’s 
regulatory and technological influence in ways that 
may not align with more rights-protecting models.

These features may be attractive for some authoritar-
ian governments. Other governments may be indiffer-
ent and find it expedient to adopt AI from China. Many 
governments, however, will view Chinese systems dis-
trustfully. China has long promoted “cyber sovereignty,” 
and the movement for AI sovereignty affords an 
opportunity to reframe that concept as a selling point 
for Chinese AI technology. But China’s concept of 
digital sovereignty is to AI sovereignty as monarchical 
sovereignty is to Rousseau’s popular sovereignty. For 
societies concerned about maintaining agency over AI, 
technology that not only comes from another country 
but is more likely than most to be under the control of 
that country’s government is hardly an inviting solution. 

FOR OTHER COUNTRIES: TAILORING AI 
TO NATIONAL AND REGIONAL NEEDS

For the countries that are not yet broad stack leaders, 
AI sovereignty is a frequently espoused policy goal. 
But, given the impossibility of complete domestic 
control over every layer of the stack and the risks 
of inefficiencies and stranded assets, managing 
interdependence requires thoughtful choices about 
what elements of the AI stack are priorities based on 
consideration of needs and capabilities. 

https://business.cornell.edu/hub/2021/02/15/miles-ahead-china-huawei-5g/
https://business.cornell.edu/hub/2021/02/15/miles-ahead-china-huawei-5g/
https://www.nytimes.com/2025/12/09/business/china-gains-trump-nvidia-chips.html
https://www.cfr.org/article/chinas-ai-chip-deficit-why-huawei-cant-catch-nvidia-and-us-export-controls-should-remain
https://www.chinalawtranslate.com/en/generative-ai-interim/
https://blogs.cisco.com/security/evaluating-security-risk-in-deepseek-and-other-frontier-reasoning-models
https://blogs.cisco.com/security/evaluating-security-risk-in-deepseek-and-other-frontier-reasoning-models
https://journals.sagepub.com/doi/10.1177/29768640251376497
https://journals.sagepub.com/doi/10.1177/29768640251376497
https://www.nextgov.com/ideas/2024/08/china-leans-using-ai-even-us-leads-developing-it/398953/
https://www.lawfaremedia.org/article/china-s-ai-governance-ambitions-and-their-implications-for-free-expression
https://bisi.org.uk/reports/could-chinas-digital-silk-road-dsr-pose-security-challenges-and-on-central-asian-multi-vector-diplomacy-efforts
https://www.cfr.org/china-digital-silk-road/
https://www.cnas.org/publications/reports/countering-the-digital-silk-road
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Two sovereign AI strategies have emerged as models 
for these countries. India’s DPI offers one. The other 
leading strategy is a collective effort where “third 
place”301 countries collaborate to produce a “third 
AI stack” as an alternative302 to the Chinese and U.S. 
stacks. The most pragmatic recommendation is for 
these countries to pursue some mix of these two 
strategies. 

India’s Digital Public Infrastructure

While the development of India’s DPI model has 
had its controversies and criticisms,303 the scale of 
deployment304 to over a billion people has garnered 
the attention of many countries and regions (notably 
Brazil, Singapore, the UAE, Nigeria, Kenya, and the EU) 
as a possible template for their own digital infrastruc-
ture. India is now engaged in a process to integrate 
AI into its DPI305 as described in its AI Mission, which 
includes the Bhashini initiative306 to build its own mod-
els trained on India’s diverse languages and then use 
these models to improve public services like health 
and education. 

In practice, India’s DPI consists of adding domestic 
applications to an infrastructure that is heavily depen-
dent on foreign—largely U.S.—tech providers including 
AWS, Google Cloud, and Microsoft Azure, as well as a 
domestic provider, ESDS. Likewise, India is a large user 
of GPU chips from Nvidia and is now exploring the use 
of Google’s Tensor Processing Unit (TPU) chips307 and 
other accelerators308 (AMD, Cerebras, SambaNova) as 
well as China’s DeepSeek309 for AI development. While 
currently dependent on the U.S., India is purposefully 
diversifying its dependence across suppliers.

As it rolls out AI applications, India is also exercising 
managed interdependence with specific initiatives to 
develop its own national cloud (GI Cloud/MeghRaj) 
that includes foreign providers but increasingly seeks 
to shift to Indian firms like Tata, Reliance, and Airtel 
to bolster310 its sovereign position. This extends to 
chip production through the Shakti Project311 led 
by IIT Madras, which is developing a 7-nanometer 
RISC-V instruction set chip expected to be ready by 
2028. Notwithstanding these advances and various 
initiatives, some Indian observers have charged that 

the pace of substituting foreign for sovereign infra-
structure is too slow,312 underscoring the challenge of 
competing at the frontier. 

India also represents diplomatic success as its visibil-
ity and influence in global AI governance has increased 
through various forums, including as an invited 
observer313 to the G7 since 2019, the recent chair and 
ministerial host to the Global Partnership on AI (GPAI), 
and its successful G20 presidency where it success-
fully promoted314 DPI. As the first developing country 
to host the AI Action Summit, it furthers its role in 
guiding the debate and promoting the DPI model. India 
announced315 a foundation model designed for the 
country’s multiple languages,316 developed by Indian 
firms using Indian data on servers in India that it will 
launch at the summit. This position has been mirrored 
by the prominence of the Indian diaspora317 in the 
leadership of multinational enterprises, startups, and 
universities developing AI, as well as in AI policy318 at 
the U.N. and other government bodies.

A third AI stack 

Another strategy for AI stack builders and layer 
specialists is to cooperatively develop a Global DPI 
where each partner contributes to various strata of 
the AI stack. Collectively, this would amount to a 
third AI stack through interdependence that is distinct 
from the U.S. and the Chinese stacks, although some 
elements might still have some degree of dependence. 
Since this infrastructure would be built through a 
consortium of countries and not independently by one, 
this collective effort is not “sovereign,” but rather a 
strategy for mutualizing interdependence to achieve 
a higher degree of collective sovereignty than what 
could be obtained individually

Achieving AI sovereignty on an individual basis, even 
when relying on foreign tech suppliers and attempting 
to build sovereign capabilities, would be extremely 
costly and prone to failure and stranded assets. 
Collectively the stack builders and layer specialists 
have select, but deep, expertise319 in specific seg-
ments of the AI stack: Canada and Australia for critical 
materials, Brazil for renewable energy, Africa in data 
curation, U.K. in chip design, the Netherlands in chip 
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https://ddnews.gov.in/en/india-launches-bharatgen-ai-model-to-revolutionize-multilingual-innovation-at-bharatgen-summit/.
https://ifp.org/most-of-americas-top-ai-companies-were-founded-by-immigrants/
https://indiaai.gov.in/news/indian-experts-named-to-the-new-ai-advisory-body-by-the-un
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fabrication machine tools, Taiwan in chip fabrication, 
Japan and South Korea in high-bandwidth memory, 
France and Italy for compute, and so forth. Each coun-
try has unique repositories of data in areas like health, 
mining, agriculture, transportation, and manufacturing. 
By concentrating on their relative comparative advan-
tage and entering alliances, these countries and others 
could assure each other strategic interdependence320 
that promotes innovation and competition while 
collectively ensuring all members leveraging their 
respective advantages gain sovereignty. By aligning 
their efforts collectively, they also could muster the 
needed financial investments, an aggregate demand, 
and a ready market for the AI models produced.

Building such alliances and orchestrating coordination 
would be a complex undertaking but can be a feasible 
strategy—both technically and financially—for most 
countries to achieve some semblance of AI sover-
eignty. Antecedents for such an approach exist both in 
the Airbus Industrie,321 the International Space Station, 
and CERN322 particle physics lab. 

These groups are shaped by current expectations 
about the persistence of hardware scarcity and 
centralized compute, assumptions that may not 
hold under all plausible technological trajectories. If 
compute becomes commoditized and models more 
portable, sovereignty concerns may shift downward 
toward data, applications, and governance; if ad-
vanced hardware remains scarce or recentralizes 
(e.g., through quantum), current asymmetries may 
harden rather than erode. While strategies premised 
on full-stack control can be fragile depending on future 
development, diversification and interoperability are 
consistently needed.

Each of these strategies has strengths and weak-
nesses. The DPI approach provides a continuum 
whereby localized AI applications can be quickly built 
and deployed using foreign providers of essential ser-
vices like cloud computing. Over time, dependencies 
can be reduced through diversification of suppliers, 
including domestic providers. The weakness is that by 
enriching foreign suppliers that continue to innovate 
and scale, it may be challenging to provide a viable 
domestic competitor. The third AI stack strategy relies 

on diplomatic and technological alliances to achieve 
sovereignty based on collective and coordinated 
action, where each participant focuses on their relative 
comparative advantage. This would reduce costs 
and provide an alternative to the U.S. and Chinese 
AI stacks, which can be beneficial for the globe if it 
stimulates innovation and competition. The risk lies in 
the political and logistical complexity of building and 
maintaining such alliances, especially in this geopoliti-
cally charged environment.

Pursuing one of these strategies does not preclude 
using the other. Rather, the most practical approach 
for most countries would be to undertake both in 
parallel. Countries could start with a DPI and ap-
plications-focused approach, providing them with 
some sovereignty in the deployment of AI. Over time, 
they could focus on reducing select vulnerabilities 
and dependencies in those segments of the stack 
where they have relative comparative advantage and 
contribute these to a collective third stack that could 
provide a higher degree of sovereignty. Both the 
World Economic Forum323 and David Shrier of Imperial 
College324 London provide useful roadmaps for devel-
oping such strategies.

https://www.brookings.edu/articles/making-the-case-for-a-third-ai-technology-stack/
https://www.ebsco.com/research-starters/history/european-consortium-creates-airbus-industrie
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https://sovereign-ai.org/white_paper/
https://sovereign-ai.org/white_paper/
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CONCLUSION

Every government—regardless of where it fits on the spectrum of AI strength—needs coop-
eration to manage transboundary risks, shared supply chains, and global governance and 
standards. Layers of the AI stack are inherently transnational, based on globally distributed 
resources and supply chains, software dependencies, and migration of talent and knowledge. 
No government can realistically achieve full, end-to-end sovereignty across the AI stack. 

This reality makes “absolute” technological autonomy a costly and often counterproductive 
objective. Efforts to localize every layer of the AI stack risk duplicative investment, stranded 
assets, higher costs, and regulatory fragmentation that would slow diffusion. At the same 
time, the sovereignty impulse reflects legitimate policy needs, including national security, 
infrastructure resilience, economic strategy, and the demand that AI systems align with local 
languages, values, and laws.

The framework advanced in this report, managed interdependence, reconciles these tensions. 
It treats sovereignty less as complete self-sufficiency and more as a country’s capacity to set 
the terms of its dependencies. It also recognizes that many risks are inherently transnational; 
model misuse, cybersecurity vulnerabilities, and downstream diffusion of unsafe practices 
therefore require cooperation even among countries pursuing greater autonomy.

Putting managed interdependence into practice requires mapping dependencies and choke 
points across the AI stack and then prioritizing interventions where vulnerabilities are highest 
and substitutes are realistically achievable. Governments should diversify sources for critical 
inputs, build redundancy where feasible, and use partnerships to reduce exposure to single 
points of failure. They should embed interoperability and portability, both technically through 
open standards and compatible architectures, and institutionally through participation in stan-
dard-setting and governance coordination. This also includes investment in public-interest 
capacity including data stewardship, talent pipelines, and governance capacity. Finally, man-
aged interdependence must be anchored in rights-respecting governance so that “sovereignty” 
does not become a pretext for surveillance, censorship, or erosion of rule-of-law protections.

Well-intentioned sovereignty strategies still may lead to splintering and dysfunction, particu-
larly those that emphasize isolation over resilience. In many cases, diversification can be a 
positive by leading to redundancies in the system, innovative approaches to governance, or 
allowing for different approaches based on a country’s values and needs. Therefore, the objec-
tive is not to prevent countries from seeking greater agency over AI but to channel sovereignty 
efforts toward strategic capacity-building and cooperative partnerships.
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APPENDIXES

This chart combines rankings from several datasets 
for each layer of the AI stack. The top five countries 
were determined by assigning 1-5 points for the top 
five countries in each dataset and then totaling the 
points for each dataset relevant to the layer. Finally, 
the top five countries in the layer were ranked and 
included in the chart.

Appendix A.  
Data and country rankings for categorization

Due to the number of datasets used to determine layer 
leaders, some countries scored in the top five in an 
individual dataset but not in other datasets used to 
evaluate the layer and thus were excluded from the 
cumulative top five.

Leaders in each layer of the AI stack
These rankings show leading countries in order from first (1) to fifth (5) based on rankings derived from the data. While demonstrative of leading countries in each layer, this figure
is not a definitive assessment of leadership.
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Critical minerals and elements needed for AI hard-
ware341 are often found in only a few countries. 
Downstream components like advanced semicon-
ductors, fiber optics, and cooling systems all rely on 
critical materials. 

China controls342 the vast majority of critical mineral 
processing, including about 90% of global rare earth 
processing, 98% of the world’s primary gallium produc-
tion, and around 60% of refined germanium production. 
The government has used this concentration to exert 
pressure further up the stack: After the U.S. tightened 
export controls on advanced chips to China in 2023, 
the Chinese government retaliated343 by restricting 

Appendix B.  
Detailed description of the AI stack

exports of gallium and germanium to the United 
States. This concentration means that the entire AI 
stack is vulnerable to disruptions in critical mineral 
processing from trade restrictions, geopolitical con-
flicts, or other instability. 

Other countries have invested in mining344 or discov-
ery345 capabilities through domestic projects and 
global partnerships. Given that new mining projects 
can be costly, slow, and impose human rights346 and 
environmental costs347 on local communities, some 
countries are turning to new techniques, including AI 
tools to find deposits348 and recycling methods.349 

Projected leading countries critical mineral production and refining in 2030

Copper Chile, Democratic Republic of the Congo, Peru China, Democratic Republic of the Congo, Chile

Lithium China, Australia, Chile China, Chile, Argentina

Nickel Indonesia, Philippines, Russia Indonesia. China, Russia

Cobalt Democratic Republic of the Congo, Indonesia, Russia China, Finland, Indonesia

Natural graphite China, Madagascar, Japan China, Japan, Indonesia

Rare earths China, Australia, Myanmar China, Malaysia, United States

Mineral type Top producing/mining countries (in order of production level) Top refining countries (in order of refining level)

Source: International Energy Agency
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Projected leading countries critical mineral production and refining in 2030350 

SOURCE: International Energy Agency (June 2025)351 

PHYSICAL INPUT: MINERALS, ENERGY, AND WATER
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Running advanced AI systems demands high amounts 
of energy. AI server electricity consumption is pro-
jected to grow352 by 30% annually. The impact is espe-
cially acute in the United States—currently the world’s 
largest data-center market—and, in 2024, it was re-
sponsible for about 45% of global data-center electric-
ity consumption.353 The International Energy Agency 
estimates354 that U.S. data-center energy demand will 
increase by 130% by 2030, driven in large part by AI 
workloads. These figures do not include the water 
demands355 for cooling these data centers, which have 

“direct and indirect implications for biodiversity.” 

Power availability, political resistance,356 and permitting 
timelines are limiting factors in making more energy 
available. AI companies are clamoring357 for gigawatts 
of new capacity in the coming years, while current per-
mitting processes for new power plants and high-volt-
age transmission lines can take a decade or more in 
the United States and the European Union, with no 
guarantee of sustained growth at these elevated rates. 

Conversely, China added358 over 400 gigawatts of new 
power capacity online in a single year. Other coun-
tries, like South Korea359 and Saudi Arabia,360 are also 
investing in new energy production facilities to support 
AI workloads and to become hubs361 of AI computa-
tion. Others, like France362 and Italy,363 have created 
partnerships with countries that have greater access 
to energy rather than attempting the expensive task of 
complete energy sovereignty. Many countries are also 
committed to decarbonization, which complicates 
decisions about energy sources and locations364 of 
new data centers. For example, Norway has invested 
in renewable energy projects to complement oil and 
gas production; the country’s hydropower accounts365 
for 90% of its electricity generation.

COMPUTE HARDWARE

AI hardware relies on specialized366 semiconductors,367 
including accelerators—primarily GPUs, but also 
domain-specific chips like Google’s TPUs and custom 
application-specific integrated circuits. These acceler-
ators are only effective when paired368 with advanced 
memory technologies, particularly high-bandwidth 
memory (HBM). Modern Nvidia accelerators, for 

example, are designed369 around HBM stacks that 
deliver much higher bandwidth than conventional 
dynamic random-access memory. Production of HBM 
is highly concentrated among three firms:370 SK Hynix 
and Samsung Electronics in South Korea, and Micron 
in the United States with operations in Japan. Gains 
in AI capability are constrained371 as much by memory 
bandwidth and energy efficiency as by raw compute 
throughput.

While the United States dominates372 AI chip design 
and accelerators (Nvidia,373 AMD, Intel, Qualcomm), 
TSMC fabricates374 more than 90% of the world’s most 
advanced logic chips, and South Korea leads375 in 
advanced memory production. Meanwhile, semicon-
ductor manufacturing equipment is dominated by a 
few players. Most notably, the Dutch firm ASML376 is 
the sole provider of EUV lithography machines needed 
for advanced logic chips. The raw materials for chip 
production, like high-purity silicon wafers and photore-
sists, are largely supplied377 by firms in Japan, Taiwan, 
and South Korea. This asymmetric distribution means 
that no country controls the whole semiconductor 
stack required for frontier AI systems. This concen-
tration can result in supply-chain choke points and 
barriers to market entry.

While new entrants are emerging378 in the AI chip 
market, few countries possess the end-to-end capacity 
to design, manufacture, and deploy chips at scale. The 
strategic importance of this layer is demonstrated 
by U.S. export controls379 targeting China and the EU 
Chips Act,380 which aims to double Europe’s share of 
production to 20% by 2030. But even if successful, 
Europe will likely still rely on non-European intellectual 
property and equipment (e.g., TSMC’s planned fabri-
cation plant381 in Germany). New projects take a long 
time to get off the ground as well, with fab construc-
tion lead time382 often taking over five years.

DIGITAL INFRASTRUCTURE

Above the physical networks in the stack are the 
cloud platforms and data centers that store and 
process data and host AI workloads. The global cloud 
ecosystem is dominated383 by a handful of largely 
U.S.-based384 hyperscalers. This concentration reflects 
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not only economies of scale but also the reach of 
U.S. legal jurisdiction over corporate actors and 
data flows.385 Even in Europe, U.S. companies make 
up386 70% of the European cloud market share, while 
Chinese companies make up387 most of the remaining 
30%.

In response, several EU initiatives aim to develop 
“sovereign cloud” frameworks. A sovereign cloud is a 
cloud computing environment388 specifically designed 
to help an organization or nation solidify data sover-
eignty by ensuring that data is subject389 to the laws 
and governance structures of that specific jurisdiction. 
The Franco-German GAIA-X initiative aimed to create 
a federated, interoperable cloud ecosystem aligned 
with EU data-protection standards. Yet years after its 
launch, GAIA-X has struggled390 to deliver on its prom-
ise. Outside of Europe, sovereign cloud efforts often 
involve391 direct state partnerships with hyperscalers 
or national telecommunications providers. Several of 
China’s sovereign cloud providers rely392 on U.S. chips 
to implement the cloud infrastructure. Even “sovereign” 
offerings393 often depend394 on foreign hardware and 
software.

Global demand for data-center capacity could reach395 
171–219 gigawatts by 2030, nearly tripling demand 
from 2023. It is projected396 that 70% of that new 
demand will come from AI workloads. The resulting 
boom in data-center construction brings substantial 
resource demands397 and risks398 including land-use 
pressures and local environmental impacts. As data 
centers proliferate, some analysts warn of a potential 
infrastructure surplus, echoing the overcapacity399 
issues that plagued telecommunications networks in 
the early 2000s. The European Commission’s AI giga-
factory plan, announced400 in the 2024 AI Innovation 
Package, aims to triple the EU’s data-center capacity 
within five to seven years. Similar efforts exist in 
Asia401 and the Middle East.402

NETWORKS AND CONNECTIVITY

Network infrastructure includes physical infrastruc-
ture403 like fiber-optic cables (both terrestrial and 
undersea), routers and switches, cellular networks404 
(4G/5G towers405 and core networks), content delivery 

networks, internet exchange points, and satellites. 

Roughly 95% (some estimates as high as 99%)406 of 
international data traffic travels407 through subsea 
cables, which are vulnerable to espionage, data 
tapping, and sabotage. Of the roughly 150–200 faults 
per year408 across international submarine cable 
systems, the bulk of damage is attributed to anchoring 
and fishing activities rather than international attacks. 
Still, intentional sabotage can occur, including allega-
tions409 that a recently damaged undersea cable 
across the Gulf of Finland was sabotaged. Repair 
costs can average410 hundreds of thousands to more 
than $1 million per incident.

In the United States, the Federal Communications 
Commission (FCC) maintains a “Covered List”411 of 
communications equipment and services deemed 
to pose an unacceptable risk under the Secure and 
Trusted Communications Networks Act framework. 
The U.S. banned412 hardware from Chinese firms like 
Huawei and ZTE from network hardware, scrutinized413 
Chinese-made drones, and encouraged allies414 to 
follow suit based on security risks and potential 
backdoors in this layer. The FCC’s $4.98 billion “Rip 
and Replace”415 program reimburses smaller providers 
who are removing and replacing Huawei and ZTE 
equipment. 

FIGURE 4

TeleGeography submarine cable map

SOURCE: Global Submarine Cable Map, Telegeography (2025)
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Partners have pursued analogous approaches. The 
European Commission’s formal assessment of the 
5G Toolbox implementation states416 that member 
state decisions to restrict or exclude Huawei and ZTE 
are “justified and compliant with the 5G Toolbox.” The 
Czech Republic has been vocal in warning against 
exposure to Chinese technology, issuing warnings417 
about using Chinese-made security cameras in critical 
infrastructure.

As countries diverge on “trusted vendor” definitions 
and procurement rules, cross-border operators may 
face inconsistent requirements. Governments and in-
dustry have responded by pursuing supplier diversifica-
tion strategies (including Open RAN), but diversification 
brings additional challenges418 of multi-vendor manage-
ment and larger integration and assurance burdens.

Even where global connectivity exists on paper, domes-
tic bottlenecks such as unreliable power, bandwidth 
issues, or poor last-mile coverage can constrain AI 
adoption. ITU DataHub figures show fixed-broadband 
subscriptions around 0.60 per 100 people419 in low-in-
come countries in 2025, compared with 20.1 globally. 

DATA ASSETS

High-quality training data could be exhausted420 in 
2026. After that, further model improvements will 
increasingly require either proprietary or synthetic 
data. Some countries see synthetic data421 as a way to 
expand training corpora and to generate localized con-
tent in low-resource languages422 or domains.423 This 
trend suggests a future where nations treat data as 
a strategic resource, particularly in specialized data-
sets such as health, law, or national corpora. These 
datasets can differentiate domestic models and limit 
reliance on general-purpose commercial data.

Securing such high-quality datasets presents legal and 
ethical challenges, including disputes over the use of 
copyrighted424 and personal data in training. Sovereign 
data initiatives such as India’s Bhashini425 initiative 
and Singapore’s SEA-LION426 initiative seek to curate 
national datasets in local languages and make them 
available for domestic model development.

Data sovereignty and localization427 laws are increas-
ing, making data subject428 to the laws and governance 
structures of the nation where it is collected and 
often placing limitations on where data can be moved, 
processed, or stored. Data sovereignty regimes are 
often motivated429 by concerns that foreign govern-
ments or companies might exploit430 data, access it for 
surveillance,431 or otherwise violate432 citizens’ privacy 
and rights. At the same time, data collected within a 
country can enable faster433 AI innovation and better 
model development, especially when used to con-
struct high-quality, domain-specific434 training datasets.

Nations and creators want sovereignty over their 
data, preventing its wholesale extraction for training 
commercial AI models. Using copyrighted materials to 
train AI models without permission is a current subject 
of ongoing litigation435 over infringement claims. 
Recent research suggests that generative AI models 
can output substantive amounts of text near-verba-
tim436 from copyrighted work, complicating claims 
that AI output is original437 or transformative438 from 
training materials. Intellectual property laws, especially 
copyright, differ by country and could be a means for 
asserting greater sovereignty over data.

However, restrictive data regimes risk439 fragmenting 
datasets, increasing operational costs for multinational 
companies, and limiting multinational datasets needed 
for research and innovation. Research suggests440 
that, all else equal, larger441 training datasets tend to 
improve LLM performance through scaling effects. 
The United States and China benefit from large user 
bases442 generating data and relatively permissive443 
environments444 for commercial data use, which give 
them an advantage in training general-purpose models.

At the same time, international data sharing can also 
be a strength. Some countries are exploring alliances 
and coordination to pool data resources. For example, 
Latin American countries have discussed sharing 
translation datasets to improve Spanish-language AI 
systems, while the African Union has developed445 
continental data446 and AI strategies447 to support 
African AI projects. Countries that seek access to 
larger training datasets have supported policies 
enabling cross-border data flows where legal regimes 
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are sufficiently compatible. Democratic countries have 
supported frameworks like the G7’s “Data free flow 
with trust,”448 which aims to facilitate data exchange 
across borders among trusted partners and to foster 
innovation while protecting data rights.

SOFTWARE, MODELS, AND TECHNICAL 
STANDARDS

AI models are composed of the algorithms, code, 
weights, and parameters that give AI systems their 
functionality. Models are designed, trained, fine-tuned, 
and validated at this layer449 using machine learning 
frameworks and libraries.

Today, a large450 share451 of cutting-edge foundation 
models is developed452 by a handful of firms. This 
concentration is reinforced by several barriers453 to 
entry: access to large computational resources, large 
datasets, specialized scientific and engineering talent, 
and sufficient energy resources. Relying on propri-
etary models can subject454 recipients to contractual 
terms, including output limits, service fees, and usage 
restrictions. 

While much attention is directed toward leading 
foundation models, one author (Kerry) and Saurabh 
Mishra have pointed out455 that AI spans “interlocking 
techniques, tools, and capabilities” with different do-
mains and applications rather than a single monolithic 
system. This broader view opens additional pathways 
for sovereign AI strategies, including selective use of 
openness at different layers of the stack. However, 

“openness” is not a single alternative. Open-source 
software, open-weight models, and, more rarely, fully 
open models that include detailed training documenta-
tion and data transparency each offer distinct sover-
eignty benefits and risks.

Open-source software, where just the source code is 
made available but often not the weights or training 
data, underpins456 70–90% of modern codebases (the 
collection of source code for an application or piece 
of software). In AI systems, this includes operating 
systems, machine learning frameworks, and orchestra-
tion tools. Proponents of open-source software argue 
it provides greater transparency of implementation, 

forkability, and reduced dependence on proprietary 
vendors for maintenance and customization. These 
benefits, however, do not extend to control over model 
behavior or training provenance, which remain opaque 
when weights and data are closed.

Open-weight models expose trained parameters and 
allow local deployment, fine-tuning, and inference with-
out reliance on proprietary APIs. Access to weights 
allows empirical testing and fine-tuning, but it does 
not by itself enable full auditability of training data or 
embedded biases.

Fully open models, which meaningfully disclose 
weights, training procedures, evaluation methods, and 
at least partial data provenance, may support research 
scrutiny and democratize collaboration. However, their 
relevance for sovereignty is constrained by the limited 
ability of most countries to reproduce or independently 
retrain models at scale, given the concentration of 
compute, energy, and specialized hardware.

Crucially, openness does not necessarily eliminate 
dependency risks; it redistributes them across the 
stack. Many sovereign “open” models, even those 
released under open licenses, rely on infrastructure 
maintained by U.S. companies, and almost all models 
depend457 on U.S. semiconductor design. The UAE’s 
Falcon model family, for example, was trained458 on 
AWS infrastructure. At the software layer, open-source 
AI ecosystems remain tightly coupled to U.S.-origin 
frameworks such as PyTorch and TensorFlow, which 
are themselves optimized459 for Nvidia GPUs and the 
CUDA programming stack. 

Singapore’s SEA-LION460 large language model shows 
these trade-offs. The project was initially developed 
on Meta’s Llama open architecture but switched461 to 
Alibaba Cloud’s Qwen architecture, remaining dependent 
on foreign technology, even as developers sought462 to 
reflect domestic linguistic and cultural contexts.

Proponents of proprietary models often also argue463 
that closed-model approaches strengthen security464 
by making it harder for malicious actors to remove 
guardrails or weaponize models. Open models may 
reduce dependence on specific firms but increase 
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concerns about proliferation, while proprietary models 
can centralize power in a few actors whose priorities 
may not align with national or public interests.

Not every country needs to train a GPT-5-class model 
from scratch to benefit from AI. Many can adopt exist-
ing foundation or open-weight models and adapt them 
to local needs at a far lower cost. Small language mod-
els tuned to linguistic, cultural, or sectoral contexts465 
(like a 13B-parameter model optimized for Indonesian) 
can outperform larger general-purpose models in that 
niche while requiring significantly less computational 
power, energy, and money to train and operate. These 
models are easier to deploy on domestic infrastructure, 
including edge devices and local servers with limited 
connectivity, making them useful for agriculture, 

infrastructure, and defense applications. 

For countries seeking AI sovereignty without access to 
frontier-scale compute, a range of model-adaptation 
techniques, including distillation, fine-tuning, contin-
ued or domain-specific pretraining, and lightweight 
adaptation layers, offer viable alternatives. By relying 
on smaller, more targeted datasets and purpose-built 
adaptation pipelines, governments and firms can 
also mitigate some privacy and data-protection risks 
associated with large-scale web scraping and better 
align AI systems with domestic legal and regulatory 
requirements. Together, these approaches lower the 
barriers to building sovereign AI capabilities without 
attempting to replicate the most capital-intensive 
layers of the AI stack. 

TABLE C

Selection of sovereign AI initiatives466 

SOURCE: Adapted from “Sovereign AI in a Hybrid World: National Strategies and Policy Responses” 
(Pablo Chavez, Lawfare, November 7, 2024). Sources include Lawfare (2024), Euronews (2025), and 
Digit.in (2026).

Country Model Name Model Type

China Domestic LLMs (ERNIE, Baichuan, etc.) Training frontier model and mid-scale models

France BLOOM LLM Trained, open-source LLM

Germany Sovereign Open Source Foundation Models (SOOFI) Building “advanced AI” open-source model w/100B parameters

India Param2467 Training frontier models
Fine-tuning LLMs to Indian languages

Japan Fugaku-LLM468 Pretrained from scratch

Netherlands GPT-NL469 Pretrained from scratch (not yet released)

Poland PLLuM LLM

Portugal Amalia LLM

Russia GigaChat, YaLM 2.0 Training a frontier model

Saudi Arabia HUMAIN Chat Trained ALLAM model from scratch

Singapore SEA-LION family of models470 V1 pretrained from scratch; V2 based on Llama 3

South Korea LG AI Research, SK Telecom, Naver, NCSoft, Upstage Training frontier models

Spain Family of foundation models, Alia Some pretrained from scratch; others based on open-source models 
(not yet released)

Sweden GPT-SW3 family of models471 Some pretrained from scratch; others based on Llama 3

Switzerland Apertus Open multilingual model

Taiwan TAIDE family of models472 Based on Llama 2 and Llama 3

United Arab Emirates Falcon family of models473 Pretrained from scratch

United Kingdom “National Foundation Model Taskforce” Building foundation models

https://www.brookings.edu/articles/can-small-language-models-revitalize-indigenous-languages/
https://www.euronews.com/next/2025/12/01/which-european-countries-are-building-their-own-sovereign-ai-to-compete-in-the-tech-race
https://www.digit.in/features/general/india-ai-impact-summit-2026-bharatgens-sovereign-ai-model-explained.html
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APPLICATIONS AND DEPLOYMENT

Applications are the AI-enabled services and products 
that directly interface with users or are deployed 
across sectors. This is what most people experience 
as “AI”: a translation app on a phone, a recommenda-
tion feed on social media, a facial recognition system 
at an airport, or an AI diagnostic tool in a hospital. At 
this layer, trained models are integrated into production 
systems through APIs, dashboards, inference engines, 
conversational agents, and search or retrieval tools. 
Most AI applications and software are built on top474 of 
a few foundation models, developed by a few firms.

Sovereign AI ambitions need not depend on building 
foundation models from scratch. The application 
layer—where AI is customized, deployed, and inte-
grated into services—is far less concentrated and 
more open to diverse participation. Nations seeking 
technological autonomy can focus here: developing 
homegrown applications that serve domestic needs, 
retain data locally, and comply with national regula-
tions, while leveraging foreign or open-source models 
as a base. At the same time, an “application-first” 
strategy often inherits the strongest dependencies 
from other AI stack layers. If you build on foreign foun-
dation models via APIs or managed platforms, you 
are exposed to opaque model updates, pricing/terms 
changes, or foreign legal jurisdiction. In practice, the 
application layer can be a thin wrapper over someone 
else’s model, giving the real control to a foreign entity.

Businesses are integrating AI into virtually every 
sector: finance (algorithmic trading,475 credit scor-
ing),476 agriculture (crop monitoring via autonomous 
drones),477 health care (medical imaging diagnostics,478 
drug discovery),479 government (chatbots for e-ser-
vices,480 predictive policing),481 transportation (self-driv-
ing vehicles,482 traffic management),483 and more. 
Many countries have priority sectors where they want 
to push AI. Sovereign AI strategies often tailor applica-
tions to national priorities and contexts, rather than im-
porting generic products. Many of these applications 
are dual-use,484 meaning systems developed for civil-
ian service delivery can be repurposed for surveillance, 
influence operations, or security or military objectives. 
Risks from building on foreign models are even greater 
for dual-use applications, which can inherit censorship 

policies or safety behaviors from a foreign-controlled 
base model. Application-level dual-use technologies 
complicate clean separations between economic and 
national security policy.

GOVERNANCE, STANDARDS, AND TALENT

Governance, standards, and talent are not discrete lay-
ers but crosscutting enablers that intersect with every 
layer of the AI stack. AI governance—including laws, 
standards, ethical guidelines, and oversight mech-
anisms—shapes how AI is developed and deployed. 
For nations pursuing sovereign AI, robust domestic 
governance frameworks are essential; they ensure AI 
systems align with national values, protect citizens, 
and reduce reliance on foreign regulatory regimes. 
This may include formal regulation (like the EU’s AI 
Act),485 industry standards (ISO AI standards,486 IEEE AI 
ethics guidelines),487 testing and certification regimes, 
audit and compliance infrastructure, and international 
norms or treaties. Likewise, talent is essential to every 
stage in AI development, adoption, and governance.

Without clear definitions of “sovereignty” around 
technology, firms can market themselves as sover-
eign-ready while remaining embedded in foreign infra-
structure, legal jurisdictions, or proprietary standards. 
In response, some countries and vendors are promot-
ing solutions like the Open Standard Identity APIs488 
(OSIA), which are designed to ensure interoperability 
across the stack without locking adopters into a single 
vendor ecosystem. 

At the international level, forums like the Organisation 
for Economic Co-operation and Development489 
(OECD), the G7 Hiroshima AI Process,490 the Global 
Partnership on AI (GPAI)491 and the International 
Telecommunication Union (ITU),492 and various493 
U.N.494 bodies,495 among others,496 serve as venues for 
like-minded nations to coordinate governance ap-
proaches. Standards development organizations, like 
ISO, CEN-CENELEC, and IEEE are developing technical 
standards497 for AI safety, transparency, and interoper-
ability. Recent FCAI work498 conceptualizes these bod-
ies as nodes in a distributed “network architecture” for 
AI governance, arguing that a decentralized system of 
overlapping institutions is better suited to a fast-mov-
ing technology than a single centralized regulator.

https://www.spglobal.com/market-intelligence/en/news-insights/articles/2024/4/genai-investors-target-app-makers-in-2024-as-foundation-model-focus-fades-81163387
https://www.investopedia.com/terms/a/algorithmictrading.asp
https://link.springer.com/article/10.1007/s10462-025-11416-2
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https://www.cs.utexas.edu/~ai-lab/?AutonomousTraffic
https://privacyinternational.org/report/5704/dual-use-tech-anduril-example
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https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.iso.org/standard/42001
https://standards.ieee.org/industry-connections/activities/ieee-global-initiative/
https://standards.ieee.org/industry-connections/activities/ieee-global-initiative/
https://osia.readthedocs.io/en/stable/01 - intro.html
https://www.oecd.org/en/topics/policy-issues/artificial-intelligence.html
https://www.oecd.org/en/topics/policy-issues/artificial-intelligence.html
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