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Chair Garza, Vice Chair Bourse, and distinguished members of the United States Commission on Civil Rights, thank you for the invitation to testify on the important issue on the federal use of facial recognition technology (FRT). I am Nicol Turner Lee, Senior Fellow in Governance Studies, and Director of the Center for Technology Innovation at the Brookings Institution. With a history of over 100 years, Brookings is committed to evidence-based, nonpartisan research in a range of focus areas. My research expertise encompasses data collection and analysis around regulatory and legislative policies that govern telecommunications and high-tech industries, along with the impacts of digital exclusion, artificial intelligence, and machine learning algorithms on vulnerable populations. My forthcoming book, *Digitally Invisible: How the Internet Is Creating the New Underclass* will be published by Brookings Press later this summer.

I have spent the last few months as a member of the National Academies’ appointed research commission on the use of facial recognition, which was sponsored by the United States Department of Homeland Security (DHS, and the Federal Bureau of Investigations (FBI). The committee’s final report, titled “Facial Recognition Technology: Current Capabilities, Future Prospects, and Governance,” was published in January 2024 and offers a series of technical explanations, challenges, and recommendations at a time when facial recognition is increasingly being used in law enforcement investigations.[[1]](#footnote-2) As expected, concerns around equity, privacy, and the protection of existing civil rights emerged as critical themes in the report, as well as the need to think about future use cases of facial recognition by federal agencies and other police entities, including Customs and Border Patrol.

In my testimony, I want to reinforce many of the recommendations of that report, particularly those that speak to reasonable and equitable standards when it comes to facial recognition use, and specific calls to federal legislators to consider the risks, outcomes, and best practices that certify the use of the technology and offer greater transparency. I also propose in this statement that the federal government ‘lead by example’ by having reasonable requirements for procuring and using such technology and doing so in a way that respects the data privacy of individuals and their communities. Finally, when individuals and their families are harmed or have had their rights breached by FRT, the government must enable, either through legislation or the actions of State Attorneys General, some form of remuneration and/or appeal for affected individuals to recover from the resulting reputational and financial consequences of FRT, especially when violations are made under the direction of the government when it is designing, deploying, licensing, and/or distributing AI and more specific algorithmic models that lead to potentially irreversible harms.

The federal government, which has authority and oversight over massive amounts of public data, must act both ethically and responsibly in its use of facial recognition. And it must do so in ways that either enact appropriate guardrails over FRT, or decide to not to use it all, especially when the equity stakes are high. I will close my testimony with suggested recommendations that the Commission can consider when evaluating how the government can act responsibly in FRT adoption and use.

**II.** **Defining facial recognition technologies**

Even before Eadweard Muybridge captured the first ever motion picture of a Black man riding a horse in 1887, the history of photography and the history of Black people in America have been intertwined.[[2]](#footnote-3) Pioneering Black photographers and abolitionists like Glenalvin Goodridge and James Pressley Ball sought to document the cruelties of slavery, and famed intellectual Frederick Douglass would become the most photographed American of the 19th century.[[3]](#footnote-4) Nonetheless, the history of photography’s technical development has often been a history of the erasure of Black people. Before the advent of digital technology, photography involved exposing photo-sensitive materials to light and then chemically processing those materials to develop an image. The degree of contrast in the resulting images was determined by the photographic techniques and the composition of the chemicals used in film processing. Initially, photography was only accessible to wealthy white families, so early photographs used stark contrast that could capture the appearances of people with light skin but left those with dark skin virtually indistinguishable. Photographic techniques that were able to document Black people at all were only invented to capture images of furniture and even horses with darker textures.[[4]](#footnote-5)

Beginning in 1954, Kodak used Shirley Cards—images of a white Kodak employee named Shirley—to calibrate their film production.[[5]](#footnote-6) As color printing became more accessible, Kodak and other film manufacturers began sending these cards to print businesses, meaning that virtually every machine in the printing industry was specifically calibrated to render images of white women, resulting in poorly rendered images of Black people. In the 1950s and 1960s, Kodak largely ignored complaints from Black parents that their children were visually obscured in school photographs.[[6]](#footnote-7) The company only improved the ability of their film to capture darker hues in the 1970s, after lobbying from furniture makers and chocolate manufacturers,[[7]](#footnote-8) and Kodak did not produce a multiracial Shirley Card until the mid-90s.[[8]](#footnote-9) Although the digital photography technology now used in surveillance cameras worldwide works differently, similar problems persist, and photographic methods still perform poorly for people with darker-skinned complexions, and equipment failures, like low quality cameras or poorly lit settings, contribute to poor quality images and, thus, false results for Black people in FRT systems.

Although the field of AI has existed for nearly 70 years, only in the past decade has the automated identification of facial images become technically feasible. Today, AI is based on the paradigm of machine learning, in which computers learn complex patterns from large amounts of “training data” to make predictions, such as whether two facial images can be easily detected and matched. Because these training data are the material from which the system learns, any human biases that exist in the training data will also be learned by the system, and poorly represented datasets can essentially direct the design and findings of AI systems. Extensive documentation already exists on the demographic biases in AI systems that are contributing to unfair outcomes in critical quality-of-life sectors, including banking, housing, employment, education, healthcare, policing, and prison sentencing.

Facial recognition systems work by analyzing photographic data in the form of a grid of pixels, “rows and columns of numbers indicating intensities of color and brightness,” and determining which patterns of numerical values indicate facial characteristics.[[9]](#footnote-10) To compare an image of one face against another, a facial recognition system must transform the image into a comparable “template,” a numerical expression that represents the basic facial characteristics in such a way that they can be reliably compared against a template derived from another image.[[10]](#footnote-11) Facial recognition systems derive these templates by passing an image through “filters,” which manipulate pixel values to derive a facial template; facial recognition systems often pass an image through multiple filters to derive a template, or “fingerprint.”[[11]](#footnote-12)

Developing filters that reliably derive accurate templates involves a process of trial and error—this can be automated using deep learning, which trains the system to produce reliable filters on large datasets of images.[[12]](#footnote-13) The more images that a model can be trained on, the more accurate it will be. That is because facial recognition systems need to be trained on certain facial characteristics to be able to recognize them and develop filters which will reliably incorporate them into the image template. If a facial recognition model’s training data does not include any images of people who are missing an eye, for example, then its filters may fail to develop accurate templates for images of those individuals if they are later passed into the system, which would lead to the system being less accurate in identifying and matching those individuals faces. Likewise, when a facial recognition system is trained on a set of photos that are primarily white and male, the system will be better at matching white male faces, and worse at matching black female faces.[[13]](#footnote-14)

The National Institute for Standards and Technology’s (NIST) Face Recognition Vendor Test has found that FRT algorithms are less accurate when used to identify women and people of color.[[14]](#footnote-15) The FRVT did find that this bias is sometimes much lower in the most accurate algorithms, which one test found returned the wrong image less than 0.1% of the time.[[15]](#footnote-16) However, this low error rate is highly dependent on numerous factors, including the algorithm, quality of the query image, and the size of the search database. The best algorithms are extremely accurate when trying to find a match for a high-quality image while searching a standardized database—such as a database of driver’s license photos—but they are far less accurate when analyzing lower quality images. When analyzing live video, error rates are much higher, varying between 13% and 64%.[[16]](#footnote-17) When error rates are higher, bias becomes more pronounced.[[17]](#footnote-18)

This leads to another serious concern of FRT, which is its broad and often ambiguous use by law enforcement, which is often done without the appropriate training or clear guidance on the contexts and circumstances for which it should be permitted. In fact, it is often unknown when law enforcement agencies are using FRT for investigations and surveillance because there is no external notification. The extreme lack of transparency is a serious issue, because the context in which FRT is used greatly impacts how effective—and thus how biased—it is. In fact, a recent report from Georgetown University referred to FRT as a “forensic without a science.”[[18]](#footnote-19)

Nevertheless, and in spite of “widespread consensus across police departments… that a face recognition match is an investigative lead only and does not by itself amount to probable cause to make an arrest,” there are multiple documented instances of FRT being used as the sole basis for an arrest; the “systemic lack of transparency” regarding law enforcement’s use of makes it impossible to determine how often this happens.[[19]](#footnote-20) FRT is an unproven technology for its use in law enforcement, and its application in this context creates a number of issues for its accuracy and equity.

To date, six people are known to have been falsely arrested due to an incorrect FRT match, all of whom are Black; their cases will be detailed in the next section.[[20]](#footnote-21) The real number might be higher. What these racially motivated arrests by FRT do indicate is that a combination of technical failures and, even more importantly, procedural failures in which investigators used the technology irresponsibly or failed to act as a crucial “human in the loop” could be likely culprits. Without standards and best practices for the use of FRT by law enforcement, as well as transparency on it is used, law enforcement agencies’ use of FRT are using the technology must be continuously studied and evaluated to determine the efficacy of its use as a forensic tool. Without this intervention, FRT will continue to perpetuate racial biases and continue our history of oversurveillance of people of color.

**III. Facial recognition and the invasion of civil rights**

*The cases of false arrests*

In 2019, a teacher called Detroit Police after witnessing a fight between students. After the teacher recorded the incident on his phone, one of the students reached into the teacher’s vehicle and threw his phone, cracking the screen and breaking the case. The Detroit Police uploaded footage from the incident into a facial recognition system, which identified Michael Oliver, a 25-year-old Black man, as a lead suspect. The teacher then identified Oliver in a photo lineup. Consequently, Oliver was charged with a felony count of larceny, but Oliver had tattoos that the man in the video clearly did not. After the prosecutor and teacher reviewed the footage and confirmed that there was a misidentification, the case was dismissed. While the Wayne County Prosecutor’s Office now has more stringent protocol for facial recognition technology cases, Oliver’s case makes clear the direct harm FRT misidentification can cause.[[21]](#footnote-22)

Also in 2019, after a suspected shoplifter in Woodbridge, New Jersey allegedly hit a parked police car with his own vehicle after police officers noticed his license was fraudulent, a detective in the Woodbridge Police Department sent the photo from the fake driver’s license to state agencies with access to FRT. State investigators reported that their system had matched the photo to a license photo of 33-year-old Nijeer Parks. The Woodbridge detective agreed the photo matched the fake license, and police issued a warrant for Parks’ arrest. However, when the crimes were committed, Parks was at a Western Union 30 miles away. He had a photograph of his receipt corroborating his story, but Parks was still jailed for at least 10 days and, facing years behind bars were he to be convicted, spent around $5,000 for legal defense. It took nine months for his case to be dismissed for lack of evidence.[[22]](#footnote-23)

In 2020, Detroit Police were searching for a suspect who stole five watches from a Shinola retail store. Detectives uploaded an image from the store’s security footage to a FRT system, which returned an image of Robert Julian-Borchack Williams, a 42-year-old Black man in Farmington Hills, Michigan, as one of multiple possible matches. The store’s loss-prevention contractor, who did not personally witness the crime, then identified Williams from a lineup of six photographs. Police went to Williams’ home and arrested him while he stood on his front lawn in front of his wife and two daughters, ages 2 and 5, who cried as they watched their father being taken away. Williams was held overnight. Around noon the next day, Williams demonstrated to detectives that he was clearly not the same person as the man in the surveillance footage; he remained in custody until that evening, for a total of 30 hours overall. At his scheduled hearing, a Wayne County prosecutor dropped the charges against Williams due to insufficient evidence.[[23]](#footnote-24)

In 2022, Louisiana authorities jailed 22-year-old Randall Reid after FRT misidentified Reid as a suspect for the theft of $10,000 worth of luxury purses in a New Orleans suburb. However, because Reid had never been to Louisiana. Reid’s attorney said he was falsely linked to the purse theft. Cosmetic differences, such as a mole on Reid’s face, forced the authorities to rescind the warrant and release him from jail after five days of confinement. This came after the New Orleans City Council had previously voted to allow law enforcement to use FRT leads generation.[[24]](#footnote-25)

Alonzo Sawyer spent nine days in confinement in 2022 after law enforcement alleged that he had assaulted a bus driver near Baltimore and stole their smartphone. Intelligence analysts had employed FRT to label Sawyer as a possible match. Sawyer’s wife protested, drawing attention to differences between Sawyer and the suspect, including differences in height, age, facial hair, and walking patterns. Law enforcement later identified another suspect. He was seven inches shorter and twenty years younger than Sawyer. Sawyer’s case, among many others, highlights the risk law enforcement runs when confining people and harming their reputations based on faulty technology.[[25]](#footnote-26)

In February 2023, Porcha Woodruff, one of the only known women falsely accused, was wrongly accused of robbery and larceny after an outdated photo processed by FRT identified her as a match for Detroit police.[[26]](#footnote-27) She was arrested at her home before her children were headed to school, and most glaringly obvious was that she was also pregnant. The suspect in the grainy photo was not. Ms. Woodruff is now suing the city of Detroit after spending time at the station, and monies to prove her innocence. These costs do not include the trauma of her children who witnessed the interaction.

Each of these individuals, falsely arrested using FRT, are Black people, whose stories have been slowly made public in the last couple of years. And the fact that all these individuals are of a certain race also highlights the disproportionate risk of misidentification that Black people face from FRT, and the serious consequences that they faced after the fact. Faulty police procedures are largely to blame, and the way investigators utilized FRT in the above examples—not having a supervisor sign off on the match, presenting the matches in a lineup to someone who was not an eyewitness, or going forward with an arrest without any corroborating evidence—also leaves much to be desired. But even if the policies were improved, a framework that elevates the need equity in the design, use, and evaluation FRT is sorely needed.

While FRT systems are more accurate than ever before, their accuracy is highly dependent on the context of their use, and the consequences of their inaccuracy are disproportionately borne by marginalized communities. A framework for equity in the development and application of facial recognition technologies must focus on the system and policy design, training data, implementation, and outcome of facial recognition systems. Equity should also be thought of as fairness—more specifically, the “property of fairness of a decision-making agent”—although this definition remains imprecise.[[27]](#footnote-28) Insofar as an algorithm is fundamentally a decision-making agent, it is easy to see how the concept of equity extends to algorithms generally—and AI specifically—and to outline how algorithms might fail to account for or even perpetuate inequity. Further, equity should also defer to who is accounted for in federal, and local databases that are the reference for matches emanating from FRT. That is because what is driving these dissimilarities, or overfitting for technical accuracies is the disproportionate representation in the training sets, which was referenced earlier. As police departments and other law enforcement agencies use FRT to identify individuals who are stopped or arrested, the Center on Privacy & Technology at Georgetown Law found that, as of 2016, “one in two American adults is in a law enforcement face recognition network.”[[28]](#footnote-29) Due to a range of privacy and civil liberties concerns, getting the consent of more individuals to be subjected to photo capture systems outside of law enforcement and in more public and commercial settings is problematic, even in the era of greater surveillance on government-controlled grounds, like subway or bus stations. Here, the intended purposes for that data collection must still be transparent to users. For example, someone sitting on a public transportation platform may believe that they are being filmed for public safety, while a person who is booked for a crime implicitly consents to engagement in a wider criminal database.

In sum, law enforcement agencies must acknowledge the systemic problems associated with FRT use and dissemination at all stages. And there are clearly other cases for consideration that the Commission consider as it determines the legalities and fate of FRT.

IV. **Harms in other use cases outside of policing**

A breadth of sectors now implements FRT in some way. In June 2021, the IRS signed a two-year contract worth $86 million with ID.me to authenticate online accounts using FRT.[[29]](#footnote-30) This decision proved controversial, as many unemployment applicants reported that the FRT model failed to properly identify them, locking them out of unemployment benefits and putting their physical and financial wellbeing in jeopardy.[[30]](#footnote-31) The use of FRT is not restricted to the contexts of hiring, government benefits, and law enforcement, but it is rather increasingly being deployed across a wide variety of sectors, creating many unique equity challenges. FRT models are being developed for and advertised to schools, both as a security measure and as an educational tool designed to monitor students’ engagement and development.[[31]](#footnote-32)

Among students, the use of the technology poses various risks for children, including stigmatizing youth who develop differently, causing long lasting psychological harms due to surveillance, and reinforcing existing inequities in education by misidentifying students of color.[[32]](#footnote-33) The Center for Democracy and Technology found that, in some instances, FRT was being installed on student-issued laptops, and enabled as ‘back doors’ to disciplinary action – justified and unjustified.[[33]](#footnote-34)

FRT is also being deployed in the healthcare sector, where it has been used to diagnose genetic, medical, and behavioral conditions, as well as to monitor patients to predict behavior, pain, and emotion.[[34]](#footnote-35) The financial services industry has also been implementing the technology, with banks using FRT both to verify users’ identities when accessing their accounts and even to develop facial-recognition payment systems, wherein a user can make a payment at a retail location simply by allowing their face to be scanned by a camera.[[35]](#footnote-36) The increasing prevalence of FRT must raise equity concerns regarding its aforementioned problems with accuracy in terms of race and gender, as well as regarding accessibility for the visually impaired.[[36]](#footnote-37)

In addition to sectoral claims on the technology, the increased use of surveillance technology is also a compromise on civil liberties. In a 2020 article, Chaz Arnett traces the evolution of “racialized surveillance” of Black people in America from “the first iterations of policing through slave patrols,” through their evolution into frequent arrests immediately after emancipation, and to the intensification of “surveillance of Black communities, organizations, reporters, and leaders” during the civil rights movement.[[37]](#footnote-38) Surveillance of Black civil rights leaders during this latter period was executed on a national scale, organized by the FBI’s “Racial Matters” and COINTELPRO programs.[[38]](#footnote-39) Arnett uses the city of Baltimore as a lens to examine how this history has continued into the present-day, describing, as an example, how 90 percent of the Baltimore police’s use of “StingRay” phone-tracking technology occurred “in majority non-white Census block groups, where residents are overwhelmingly Black.”[[39]](#footnote-40)

A wide variety of other marginalized communities have historically been subjected to oversurveillance, and intersectional identities can multiply these risks. For example, in the wake of the September 11th attacks, Muslim and South-Asian communities have come under invasive surveillance from both federal and local law enforcement authorities. Additionally, Hispanic communities are frequently surveilled by immigration enforcement authorities.[[40]](#footnote-41) In a 2011 article, Rachel L. Flin documents these dynamics:

In the USA, while black men experience disproportionate levels of surveillance in relation to the politics of crime, in relation to citizenship, Spanish speaking peoples of Mexican, Central or South American origin or descent are often constructed as potentially illegal immigrants and subject to heightened border or employment surveillance. In contrast, those of South Asian or Middle Eastern origin or descent are constructed as potential ‘terrorists’ and experience disproportionate surveillance on transport and at borders.[[41]](#footnote-42)

 Compounding all these systems of oversurveillance is surveillance based on class. Surveillance disproportionately falls on poor Americans, who themselves are disproportionately women and people of color—the same populations for whom, it must be noted, FRT is least effective.[[42]](#footnote-43) In a 2012 article, Michele Estrin Gilman documents how poor Americans “endure a barrage of information-collection practices that are far more invasive and degrading than those experienced by their far wealthier neighbors.”[[43]](#footnote-44) This surveillance is often connected with enrollment in welfare practices, which can involve requirements to submit to “drug tests or finger imaging or unsolicited family-planning advice, such as pressure to implant a Norplant birth control device.”[[44]](#footnote-45) In terms of employment, poor Americans are also concentrated in service-industry jobs, which often involve “visible—sometimes humiliating—surveillance tactics such as psychological testing, regular screening, and overt videotape monitoring.”[[45]](#footnote-46)

 Taken together or apart, these use cases suggest a significant risk that FRT could be weaponized by law enforcement and a host of other actors as one more component of an arsenal disproportionately brought to bear against marginalized communities.

*Private companies and FRT procurements systems*

The private designers of these biometric FRT systems often coordinate with federal, state, and local law enforcement agencies. Clearview AI is one of the more prominent commercial providers of FRT to law enforcement agencies.[[46]](#footnote-47) The private start-up has scraped billions of publicly available images and, as of 2021, partnered with over 3,100 federal and local law enforcement agencies to identify people outside the scope of government databases.[[47]](#footnote-48) While the FBI only has about 640 million photos in its databases, Clearview AI has about 10 billion.[[48]](#footnote-49)

 In January 2021, the Biden administration issued an executive order directing federal agencies to conduct equity assessments to review any obstacles that marginalized communities, including individuals of color, encounter when trying to access to government resources and services.[[49]](#footnote-50) Brookings Institution Nonresident Senior Fellow Mark MacCarthy has argued that the U.S. should adopt a system for prior assessments of facial recognition systems in law enforcement.[[50]](#footnote-51) Vendors in the U.S. have tried to respond to these concerns by publicly supporting bills that would allow government agencies to use facial recognition with restrictions designed to ensure it was not deployed for broad surveillance purposes.[[51]](#footnote-52)

Over the last several years, the NIST has established criteria for evaluating the accuracy and fairness of FRT and has published independent assessments of vendor systems that have been voluntarily submitted to them for evaluation.[[52]](#footnote-53) These tests include various measurements, including ensuring a particular accuracy rate. However, there are limitations to these tests. Some analysts suggest that merely undergoing NIST assessment is too low a bar to justify deploying such significant FRT systems. Moreover, despite several years of research, there is still no agreed upon definition of algorithmic fairness.[[53]](#footnote-54) While experts of demographic fairness and biometric systems contend that standardized evaluation metrics should be developed and applied to measure and compare bias in a transparent manner, this lack of consensus complicates system-wide efforts.[[54]](#footnote-55)

To date, there is simply no scientific basis establishing FRT’s reliability as a forensic tool, and on face value, the intentions of its use in other use cases should be scrutinized without more research.

**VI. Recommendations**

The federal government can take immediate and long-term steps to prevent some of the systemic and more common-sense mistakes that happen when FRT is not properly used or contextualized. As “the reliability of face recognition as applied [as a forensic tool] has not been established,” robust scientific research of all possible components of the law enforcement FRT use process is imperative.[[55]](#footnote-56) Without such research, determining the accuracy of FRT’s use by law enforcement will be impossible. Thus, the federal government must aggressively establish a research agenda around some of the recommendations from the National Academies report which require additional data to validate FRT’s effectiveness. The fact-finding happening at the U.S. Civil Rights Commission should be additive to more formal research being developed on the technical cadence of modern-day FRT, as well as more sociological and legal inquiries into the technology’s value in a highly unequal society. Further, a broad research agenda should encompass increased and targeted appropriations to the National Academies and the National Science Foundation to gather data on the socio-technical implications of FRT design and deployment, and perhaps lead to more inclusive datasets that embolden greater technical accuracy. Research could also help to explain the implications of civil liberties and assess what equity really looks like in a society where surveillance is not equally applied to all people, especially those who have become citizen video patrollers with more available commercial video devices. What I’m suggesting is that the Commission expand its framing of the concern, even outside the scope of civil rights.

The federal government must also determine the most appropriate guardrails and guidance on FRT. Currently, congressional legislation is primarily limited to federal police, and other actors given the limited jurisdiction, oversight, and enforcement. As the government leads by example, using what they control as the basis for future legislation may not be a bad idea. Legislators have introduced both bans and limitations on FRT at the federal, state, and local levels, including the Traveler Privacy Protection Act, which ban TSA from using FRT in airports, a bill in the Massachusetts state legislature which would require a warrant for the use of FRT by law enforcement, and two bills in the Baltimore City Council which seek to impose data privacy requirements on the use of FRT.[[56]](#footnote-57) These bills, if enacted, may help frame how the technology is used more ethically and responsibly. Or, if this debate is left undone, they may also lead to outright bans.

Even with federal actions, much of FRT use has been driven at the local levels, including among local law enforcement agencies who are making decisions about its permissibility. There must be a radical improvement in law enforcement agencies’ transparency regarding FRT, including which systems they use, under which procedures and how often they use them, and how they proceed with the outcome of an FRT search. The current state of law enforcement’s use of FRT is incredibly opaque. Without an accurate assessment of how FRT is actually being used, ensuring equity in its use will be impossible. Furthermore, given the lack of empirical information about FRT’s accuracy as a forensic tool, the use of FRT must be considered evidence that the state is obligated to disclose to the defendant, who must be able to exercise their right to impeach unproven facial recognition systems as a witness.

These measures are necessary as first steps toward a more equitable framework for FRT use, but there are several other measures that will likely be necessary as well. There must be a national fair and equitable use standard for the use of FRT by law enforcement, which should include requirements for robust public disclosures. It should be emphasized that FRT may, if proven accurate in each context, be part of a suite of other investigative tools, but, even then, it may not always be necessary for use among law enforcement. FRT may also be prohibited for use in certain cases, either by private actors or in investigations of low-level or nonviolent offenses, to reduce the likelihood that a potentially risky tool is used unnecessarily and to limit the harms of oversurveillance. Furthermore, insofar as FRT is used by law enforcement, it must also be available to public defenders who can use the technology to gather potentially exonerating evidence.

Another point that the federal government should consider in FRT use by law enforcement and non-policing uses is retribution, and potential compensation, for those with observable and quantifiable harms. While more work needs to be done to assess the constitutionality of FRT in certain instances like mass surveillance, addressing the compliance with civil rights laws is only one part of the solution. The other part should focus on how we help individuals who have been wrongly accused by the technology and who are left without agency over an algorithmic decision. Right now, it is not clear who is responsible for the errors of machines and who pays when those who are falsely accused must cover the costs of lawyers, take off time from work, or address the post-traumatic stress of family members who are affected by the false arrest. Here is where the Commission, in partnership with the U.S. Department of Justice, could develop a fund for victims of FRT misidentification that led to an unjustifiable consequence which could impact future decisions, including the right to an unencumbered trial or the ability to access government services without a trace of one’s biometric consideration. My point is that companies and the federal government should not be indemnified from recourse when these systems go wrong.

In sum, acting on the proposed recommendations of the recent FRT report, developing a reasonable and equitable standard for FRT use and appropriate guardrails through best practices and/or legislation, and ensuring that impacted individuals have means for retribution and appeal are some of many recommendations before this Commission.

I thank you for the opportunity to testify and look forward to your questions. I am also grateful to Jack Malamud and Joshua Turner from Brookings for their assistance with this statement.
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