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Chair Latta, Ranking Member Matsui, and distinguished members of the House Energy & Commerce Subcommittee on Communications and Technology, I want to thank you for the invitation to testify on the important issue of how we can leverage artificial intelligence (AI) to enhance communications and infrastructure nationwide. I am Nicol Turner Lee, Senior Fellow in Governance Studies, and Director of the Center for Technology Innovation at the Brookings Institution. With a history of over 100 years, Brookings is committed to evidence-based, nonpartisan research in a range of focus areas. My research expertise encompasses data collection and analysis around regulatory and legislative policies that govern telecommunications and high-tech industries, along with the impacts of digital exclusion, artificial intelligence, and machine-learning algorithms on vulnerable populations. My forthcoming book, *Digitally Invisible: How the Internet Is Creating the New Underclass*, will be published by Brookings Press next spring, and explores in detail the U.S. digital divide.

1. **Introduction**

The state of the communications infrastructure in the United States has been important to the Biden-Harris administration and to this Congress, including the expansion of access to high-speed broadband networks for all. This work is especially urgent after the COVID-19 pandemic demonstrated the importance of being connected to the internet for critical services, including health care, education, employment, remote work, and government services. Given the centrality of the internet to so much of our lives, it is imperative that we enhance our nation’s communications infrastructure, and do so in ways that promote equity and close the digital divide. Having “affordable, reliable, high-speed internet access,” as well as equipment, digital skills, and financial resources, is a gamechanger, and for those without those things, it is an adverse determinant of their economic prosperity and quality of life.[[1]](#footnote-2) As of May 2023, 8.3 million homes and businesses lacked access to high-speed broadband.[[2]](#footnote-3) Consequently, life becomes more difficult to navigate as former activities that used to be done over analog communications are no longer easily available to everyday people, and the modern gateway to advanced communications systems requires broadband service, an internet-enabled device, and some type of general literacy on available digital resources.

In my testimony today, I address how artificial intelligence (AI) is being used to enhance American communications by suggesting that with the largest-ever, federal investment in high-speed broadband networks, we should be able to close the digital divide and do so in ways that AI helps to strengthen American communities through smart innovation, the delivery of government services, and the ability of users to fully engage in our democracy. However, the effectiveness of AI in these areas will be dependent on how digital infrastructure is used to protect the public interest from individual and community biases that can potentially under-value the importance of robust communications infrastructure in certain urban and rural communities, violate user privacy, and operate out of alignment with current calls for guidance, including those proposed through the White House Executive Order on AI. Considering that AI can either promote equity or contribute to exacerbate existing systemic inequalities, it is imperative that we consider its role in effectively redressing the digital divide or worsening the availability of communications if AI is integrated into decision making systems without accountability and oversight, which could spread more misinformation or disqualify communities from transformative innovation based on algorithmic suggestions.

1. **The digital divide and the use of AI are connected ideas**

The Infrastructure Investment and Jobs Act (IIJA) of 2021 is a monumental investment of $1 trillion into our nation’s infrastructure and vital to ensuring equal access for all. The IIJA’s $65 billion toward expanding broadband access and closing the digital divide is the largest-ever federal investment in broadband expansion—$42.5 billion of which is directed through the Broadband Equity, Access, and Deployment (BEAD) Program.[[3]](#footnote-4) In June, the National Telecommunications and Information Administration (NTIA) at the U.S. Department of Commerce announced the distribution of the BEAD funds to every U.S. state and territory, with every state guaranteed a minimum of $107 million.[[4]](#footnote-5) NTIA, who is the federal agency in charge of the program, has directed states to develop and submit their Five-Year Action Plan proposals, which are becoming available on the NTIA’s Internet for All website for public comment.[[5]](#footnote-6)

BEAD program funds are also allocated to the Tribal Broadband Connectivity Program, which received $3 billion toward grants for high-speed internet deployment on Tribal lands. [[6]](#footnote-7) The USDA’s ReConnect Program received an additional $2 billion toward expanding high-speed internet infrastructure in rural areas, and the Middle Mile Program was allocated $1 billion in funding for the “middle mile” internet expansion—the backbone of broadband infrastructure.[[7]](#footnote-8) Another element of BEAD funding includes Digital Equity Act which will grant $2.75 billion to three programs that promote digital equity and inclusion.[[8]](#footnote-9)

The BEAD program is not the only important initiative aimed at closing the digital divide. The $14.2 billion Affordable Connectivity Program (ACP), which is administered by the Federal Communications Commission (FCC) and whose funds are also appropriated from the IIJA, provides crucial subsidies for eligible households to purchase internet access and an internet-connected device, although the funds for this program are projected to run out by the middle of 2024. The White House recently requested an additional $6 billon from Congress for the ACP as part of the Biden administration’s supplemental budget request for critical domestic activities.[[9]](#footnote-10) In a recent blog, my colleague, Jack Malamud, and I have suggested the reauthorization of the FCC’s spectrum auction authority to redirect some of the revenue proceeds to fully fund the program. [[10]](#footnote-11)

The proliferation of artificial intelligence carries both enormous potential and risk. Prudent AI implementation can help keep our cities green, improve public transportation, make public services more accessible for everyone, and help close the digital divide. However, we must also be careful to mitigate the serious concerns of bias and privacy violations that this technology can bring, and that are disproportionately felt by marginalized communities. We are already seeing the consequences of algorithmic bias and a lack of transparency around the use of AI. This is an urgent moment that calls for clear federal guidance and legislation.

1. **The advancement of artificial intelligence (AI)**

While the nation is focused on expanding access to high-speed broadband, AI is being incorporated into countless facets of daily life, and its ubiquity in use is only increasing among the public and private sectors. For consumers, AI algorithms make determinations about what posts we see on social media or through targeted advertising, recommend the movies that we watch, facilitate college admission, diagnose diseases, and determine treatments, facilitate eligibility for financial investments and loans, assist in the hiring and retention of employees, and have been used in the criminal justice system to deploy police officers, conduct surveillance, investigate crimes, and determine criminal sentences.[[11]](#footnote-12) Among organizations, AI is being used to improve and optimizing the wireless capabilities of 5G technologies and deploying tools in traffic and congestion management over advanced communications systems.[[12]](#footnote-13)

The topic of AI has fueled an increased interest in Congress, among state and city council legislatures, as well for regulatory agencies and civil society organizations in the United States and abroad. To date, Congress has held multiple hearings on various issues that intersect with AI and U.S. Senator Chuck Schumer has hosted six closed-door “AI Insight Forums” that have covered a range of issues from privacy to national security. [[13]](#footnote-14) Federal agencies, such as the Food and Drug Administration, Equal Opportunity and Employment Commission, the Federal Trade Commission have drafted guidance on the use of AI for the companies under their respective jurisdiction.[[14]](#footnote-15) Last month, the White House released a sweeping executive order on the development and use of artificial intelligence, or the Executive Order on the Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence, which followed up on their prior National Blueprint for an AI Bill of Rights.[[15]](#footnote-16) The White House EO was followed by draft guidance published for public comment from the Office of Management and Budget (OMB) that is working to ensure safety, and security when used by federal agencies.[[16]](#footnote-17) In many ways, these current consultations are influenced by the AI Risk Management framework proposed by the National Institute of Standards and Technology (NIST) earlier this year. Added to these flurries of activities are also the voluntary commitments of a plethora of private sector companies who pledge to responsibly develop and deploy AI systems, and a new attention to “frontier AI models” that can undermine the public interest and public safety if left unchecked, including generative AI and it’s known ability to embolden deep fakes and extract voice, image, and text for hyper-exploitation.

This month, the United Kingdom hosted a global summit on AI safety that welcomed the comments of Vice President Harris as part of the broader negotiation of the European Union’s introduction and expansion of its proposed AI Act, which would be the world’s first comprehensive AI law.[[17]](#footnote-18)

1. **AI and the nation’s communications infrastructure**

Much of the conversation in the public domain has been on AI and the public interest, and little attention has been focused on its use in motivating the design and deployment of civic communications infrastructure, including AI in smart city innovation, government, and consumer engagement.

1. **Smart City Innovation**

The transformation of cities throughout the world has been a core goal of local and state legislators. I recently returned from the Smart City Expo World Congress 2023 in Barcelona, and there on the exposition floor were transformative demonstrations from across the world, including the deployment of miniscule Internet of Things (IOT) sensors to detect climate concerns, AI-enabled public transportation systems, and state-of-the-art intelligence insights for cities interested in analyzing a range of topics from pollution to public safety. Whereas the prior focus on smart cities primarily evolved around prior generations of IOT and other ways to systemize connections, modern-day AI is combining data analytics, high-speed processing, and more enhanced communications technologies, including video and audio, to improve the quality of life of residents, and deeply advantage the sophistication of machine learning algorithms, and other predictive and curated AI systems, including generative AI – which carry risk. One example is the work being done by researchers at MIT and the Amsterdam Institute for Advanced Metropolitan Solutions, who are working to develop a fleet of autonomous floating vessels to address waste management problems in Amsterdam, as well as monitor water quality within the city’s famous canals.[[18]](#footnote-19) Publicly integrated tools like this could help mitigate the harms of systemic issues, such as the dumping of waste, but can also disproportionately affect underprivileged communities through surveillance profiling, or economic development decisions of disinvestment.

In the United States, we are seeing countless other examples of AI’s use in smart cities. Seattle is one of a dozen cities worldwide that has optimized its traffic signals using AI-powered analysis of traffic data.[[19]](#footnote-20) Philadelphia, Mayor Jim Kenney signed a law in November 2023 that will enable public buses to use AI-powered cameras to issue tickets to vehicles illegally parked in bus lanes or at bus stops.[[20]](#footnote-21) From traffic to the power grid, from the internet to public transportation, the integration of digital technology into our infrastructure networks has the potential to increase efficiency, save money, and improve people’s lives. This also means that the nation will require a robust, resilient, and safe communications infrastructure that allows for the radical and universal use of AI technologies by the public and private sectors, as well as residents.

On the technical and operational sides, AI has also been used to bolster wireless capabilities, especially for 5G and other advanced communications tools that rely upon distributed intelligence like in cable, fiber, and other wired networks where efficiency and measurement matter to both reasonable and steady network management and quality of service.[[21]](#footnote-22)

1. **Government Use**

Getting government infrastructure in a bold place for rapid and/or thoughtful expansion is also critical to the expansion of the nation’s communications infrastructure. Since the advent of open government, existing and emerging technology has been leveraged to make public services more efficient, effective, and accessible. For example, AI is being integrated into a variety of public benefit programs, including user qualification and attainment of unemployment benefits, and in doing so, public workers can redirect their time to more complicated cases through AI-powered chatbots could provide 24/7 guidance for benefits applicants, ameliorating long wait times on benefits hotlines.[[22]](#footnote-23) The Internal Revenue Service (IRS) has begun capitalizing on AI’s potential to investigate fraud and tax evasion, while firefighters in California are testing AI tools to help in the more rapid identification of forest fires to reduce response times.[[23]](#footnote-24) In these and other cases in the United States and abroad, AI’s use by government is supporting a much more efficient delivery of services that used to be administered in-person via analog systems – largely telephone.

1. **Consumer Engagement**

Another area where AI is becoming increasingly vital to the nation’s available and advanced communications infrastructure is around the engagement of everyday people in a range of commercial and non-commercial products and services. AI has also been instrumental in encouraging participation in local and civil society activities. By reducing some of the administrative burdens, the public can access services more easily – at least when they are connected. While also known for its exploitative impacts, generative AI is particularly well suited to this task, given the advanced capabilities it brings to automated chatbots.[[24]](#footnote-25) AI can also be used to classify and route requests from peoples seeking more efficient connections to government information.[[25]](#footnote-26) AI-powered analytical tools can also help process input from community feedback, leading to more responsive and democratic local governments. This is incredibly important because improving access to feedback mechanisms like this inherently allows more diverse voices to be heard and acknowledged in the shaping of our communities.

Thus, when used responsibly and in use cases that serve to advance inclusion, the deployment of AI tools can help make digital technologies more accessible and useful for everyday users. After all, a high-speed broadband connection is only one step toward bridging the digital divide, along with digital literacy and skills. The continued expansion of AI use has the potential to transform our society as we know it, and the economy is no exception. One study suggests that AI may impact around 80% of the workforce in the US.[[26]](#footnote-27) The increased productivity enabled by AI-tools could help all workers be more competitive and make digital skills more accessible, but if we fail to ensure that everyone receives the necessary training and access, the gap between those with AI skills and those without will only widen the digital divide – a point that I surface when discussing the risks of AI.

1. **Risks of Artificial Intelligence**

There have been great concerns around the threats of AI when as it contributes to online biases that have sociological implications, data privacy infractions due to AI’s reliance on large swaths of big and micro data to make innovation decisions, and the potential for other harms and abuses due to lack of federal and local guidance, including regulation.

1. **Bias**

As I mentioned, AI should not be untethered from digital divide threats. For example, in a city with a dearth of data about certain communities will result in the under-utilization and under-effectiveness of AI tools that are highly data-dependent to make intelligent decisions. That is, much is still unknown for how digital deserts are accounted for in sophisticated AI systems, and the extent to which the lack of data also intersects with other largely known social problems of housing discrimination, geographic rural isolation, or other unremedied challenges like pollution, and tainted brownfields in certain communities. In my forthcoming book, I consider such circumstances to impact a growing group of people that I consider to be “digitally invisible,” given the under-representation of their experiences in advanced computational models.[[27]](#footnote-28) My point is that AI is only as good as the data that feeds the systems, and that data can also be traumatized by settled histories, and repeated systemic abuses.

But failing to make the benefits of AI accessible to all communities creates potential dangers of its own – including the lack of ubiquity of advanced communications that are responsibly deployed and universally available. As the deployment of AI continues to transform the economy, it is vital to ensure that the fruits of this technology benefit everyone, instead of entrenching existing societal inequities. And because the nation’s communications infrastructure is under the supervision of the United States government, these are critical issues of concern where proactive anticipation is both needed and welcomed.

Because AI tools are increasingly used to make critical decisions with significant impacts on people’s lives, they must consistently be checked for bias. Algorithmic decision-making systems have been used to help determine the length of criminal sentences, admit students, make medical diagnoses, approve or deny loans, and assign credit scores.[[28]](#footnote-29) AI-powered facial recognition technology (FRT) has been used for everything from unlocking your phone to accessing government benefits and investigating crimes.[[29]](#footnote-30) When these systems exhibit bias—as they have been proven to do—the potential consequences are severe to individuals and communities. Not having sufficient and representative training data results in biases, like what was discovered in the foundational study around FRT use when researchers Joy Buolamwini and Timnit Gebru found that gender classifications algorithms based on facial analysis were less accurate for darker-skinned women than lighter-skinned men, and that unrepresentative training data may be partially to blame.[[30]](#footnote-31) More recently, a pregnant, Black woman was misidentified and arrested under false pretense due to inaccurate and misinformed use of FRT by the Detroit Metropolitan Police.[[31]](#footnote-32)

However, even when datasets are representative, they can still introduce bias into AI systems. That is because most data need to be cleaned, categorized, and labeled before being suitable for model training, and this task is often carried out by a human being, whose own biases may influence the decisions they make when labeling which faces look friendly, for example.[[32]](#footnote-33) Datasets can also transmit bias if they capture information about situations that were created through biased historical decisions. Predictive policing software, for instance, prioritizes deploying police officers in areas where data show the most arrests are made, but those numbers are often based on historically biased, human decisions to heavily police certain neighborhoods.[[33]](#footnote-34)

Eliminating bias from data is exceedingly difficult, especially when it is deeply embedded in back-end systems that direct the systems that support communications intelligence systems. These systems, like the ones previously described, can also pick up on “proxy variables,” which are closely correlated with other characteristics like usage rates, speed, and traffic routes of network systems. Because of the opacity of AI in broadly used technological models, we may never account for the range of potential harms.

Like many risks of AI, biased algorithms are not merely a theoretical problem. They can cause harm that results in consequential decisions that may limit or inhibit the expansion of high-speed broadband networks in certain communities. Mitigation is technical, but also implicated by traditionally analog realities, like economic and social inequalities. For example, Baltimore was interested in dockless scooters enabled by AI as part of its effort to reduce traffic congestion, it required that a certain percentage of assets be placed in equity zones as a condition of business doing business with the city.[[34]](#footnote-35)

1. **Privacy**

The proliferation of AI also carries numerous risks on data privacy – both at the consumer and community levels. AI depends on data: models, including emerging Large Language Models (LLMs), are trained on large datasets, and the advanced analytical powers of AI make data increasingly valuable. These factors, combined with a “radical decline in the cost of collecting, storing, processing, and using data in mass quantities,” have fueled an exponential growth in the amount of data collected and stored.[[35]](#footnote-36) My colleague, Cameron Kerry, has referred to this as the “information Big Bang.”[[36]](#footnote-37) As more and more data is collected, and as advances in AI make data increasingly valuable, data centers have become a target for hackers and scammers.[[37]](#footnote-38) Since 2005, there have been over 20,000 data breaches in the US, impacting over 2 billion records.[[38]](#footnote-39) It will be crucial to prioritize data security as AI continues to proliferate, or else these dangerous breaches will become even more common, especially as they direct the nation’s communications infrastructure. And even if data centers remain secure, the mass aggregation of personal data poses its own privacy concerns, which can be broadly categorized into three types of data risks: data persistence, data repurposing, and data spillovers.[[39]](#footnote-40)

*Data Persistence*

Data Persistence involves data being stored longer than its subject intended, expected, or is aware. This is a concern both because long-term storage increases the likelihood that data will be compromised and because people’s privacy preferences change over time.[[40]](#footnote-41) As people grow older, for example, they develop stronger preferences for withholding data, but weak restrictions on data persistence would force them to be bound by their younger self’s preferences.[[41]](#footnote-42)

*Data Repurposing*

Data Repurposing refers to the use of collected data for something other than its originally intended purpose. In one famous example, researchers found a correlation between Liking “Curly Fries” on Facebook and having a high IQ.[[42]](#footnote-43) You might be willing to have data on your food preferences be recorded if you thought it would only be used to show you more relevant advertisements, but you might be less happy about it if you knew it could be used by a potential employer, for example, to predict your IQ.[[43]](#footnote-44) The advancement of AI means that data is becoming inherently more invasive. AI tools can digest and analyze vast amounts of data; as their proliferation continues, data that once seemed mundane may be used to make increasingly personal inferences.

*Data Spillovers*

Data Spillovers refers to the collection of data on people other than the intended target. Many electric scooter rentals, for example, require you to submit a photograph of where you leave the scooter at the end of your trip: Depending on how you take the photo, it might other vehicles license plate numbers or other people, who did not consent to have their data recorded by the rental agency. Some types of data naturally result in spillovers. Data that predicts you may have a genetic predisposition to a certain medical condition, for example, could also be used to make the same prediction about your relatives, even though the choice to share your data was yours alone.[[44]](#footnote-45)

Much is generally known about the surveillance systems that collect that data to the detriment of people’s personal and community privacy. Smart city projects that improve urban infrastructure also involve surveillance systems that can jeopardize civil liberties. Last year, the District of Columbia approved a $309 million contract to convert the city’s streetlights to “smart,” LED lights with wireless connectivity.[[45]](#footnote-46) These smart streetlights have the potential to extend internet coverage and lower carbon emissions, but they also make it easy for cities to install cameras, microphones, and other surveillance technology that jeopardize everyone’s right to privacy and disproportionately impact marginalized communities.[[46]](#footnote-47) Currently, most cities do not have laws that require residents be notified of new surveillance equipment, and D.C.’s Data Policy does not require public approval before collecting and storing data.[[47]](#footnote-48) We urgently need comprehensive, federal privacy legislation. Our current patchwork of state laws generates too much uncertainty for both developers, who are forced to comply with a variety of different requirements to do business nationwide, and citizens, whose privacy protections range from state to state. As my colleague, Cameron Kerry, has argued, privacy legislation could address many of the risks posed by artificial intelligence by providing algorithmic accountability and fairness requirements and creating clear guidelines for the “collection, use, and sharing of personal information.”[[48]](#footnote-49)

The White House Executive Order on AI calls out the need for a national data privacy standard as part of the identification and mitigation of AI risks, and rightfully so. Without data privacy as a national standard to balance AI innovation and growth, additional risks will be placed on American communications both on infrastructure and the resulting activities that are exercised over it.

1. **Workforce and worker implications**

Expanding American communications networks and protocols will require a massive labor investment. Even before the IIJA, the broadband industry estimated a need for 850,000 new broadband jobs through 2025.[[49]](#footnote-50) Last year, Secretary of Commerce Gina Raimondo predicted that the IIJA’s $65 billion in broadband funding alone would create 200,000 new jobs.[[50]](#footnote-51) Building an inclusive broadband workforce is an important aspect of digital equity, and a whole-sector approach will be needed to take advantage of this opportunity to create full-time, high-quality jobs.[[51]](#footnote-52) While AI may be a tempting solution to address workforce shortages by mitigating labor force challenges, this strategy could have negative effects on the job market, and outsize workers in need of livable wage jobs from the burgeoning workforce. Likewise, employers that are increasingly using AI tools to monitor workers may also contribute to the problem as automated surveillance creates a negative impact on employee’s mental health, and productivity.[[52]](#footnote-53) In the end, AI systems that are leveraged for workforce development should properly train and place workers – even those without college degrees. Low-wage and frontline workers, who may be more likely subjected to employee surveillance should also be free from such invasive and opaque monitoring, especially if they are helping to fill roles that enable American communications networks. The White House EO sufficiently addresses these realities.

1. **The need for federal guidance**

With all the advisements that have recently occurred related to AI, the United States still sits behind other countries when it comes to both a national data privacy standard,[[53]](#footnote-54) and comprehensive (as well as binding) AI guidance, including how the federal government procures AI products and services.[[54]](#footnote-55) While the recent Executive Order on AI is a step in the right direction, it stands in need of more actionable and enforceable legislation, and it’s vulnerable, especially if the next president were to reverse it. At the state level, the patchwork system of both different privacy laws with different requirements for companies and expectations of citizens, along with the increasing state approaches to AI and specific technologies, including facial recognition, appear to be the writing on the wall when it comes to ensuring universal and responsible access to these and future systems.

In addition to both regulation and self-regulatory best practices, it will also be imperative to identify technical and socio-technical risks as outlined in the NIST Risk Management Framework and decide upon the appropriate transparency and measurement tools. Clear disclosure and guidance for the use of AI will require comprehensive investigation of its reliability, but such research can only be possible through increased transparency on the part of those deploying it, especially the federal government and cities which the former will be addressed through the OMB request for comment on AI use by federal agencies. Prioritizing public disclosure requirements for the use of artificial intelligence tools—especially by the government—can encourage meaningful collaboration between cities and avert the consequences of biased technologies that reinforce rather than transform existing ecosystems.

Members of the public must also be informed about AI use in their communities, and more broadly within American communications so that they opine on the implementation of these systems that could affect their lives through misinformation, extracted cultural competence, and eroded communications infrastructure. As cities across the United States pursue “smart city” projects that often involve widespread implementation of cameras, microphones, and other sensors, their residents must be notified of any expanded surveillance measures and given the opportunity to respond, and having a national privacy standard as the foundation of such data collection can help with exploitative extraction.

1. **Moving forward**

The focus on AI to build, support, and sustain American infrastructure is both a welcomed and interesting inquiry by this Committee. As AI promises to transform the economy, its benefits should be readily available to everyone, and not contribute to the current digital divide that looms in the backdrop of universal access to high-speed broadband. This requires us to understand how the AI will create more livable places, promote easily accessible government resources, and center people in the design, deployment, and feedback. Simultaneously, the risks associated with existing and emerging technologies must prevail, and drive us to deliver more responsible, fair, and inclusive systems that do not erase or make invisible the experiences of individuals, and the value of their communities.

Congress should seriously consider the impact of AI on the digital divide and economy, and put their heft behind some of the active policy proposals to ensure that these systems for foreclose on opportunities for residents to fully and productively engage our democracy, including entertaining disclosures of AI-generated content to quell deep fakes through authenticated watermarking, although this technology needs further development and will only be one component of the AI-safety toolbox.[[55]](#footnote-56) Further, Congress could institute immediate disclosure of any AI use by creators, licensees, and deployers of the technology when making critical socioeconomic determinations, which is something that I have discussed in my research. Utilizing the same structure of the ‘energy-star rating,’ which is widely used to assess the performance of consumer appliances, transparency and disclosure can be actualized in a manner that is already widely understood by consumers.[[56]](#footnote-57) One final note, which is not exhaustive of the range of policy solutions to mitigate AI risks, is the deliberate investigation into equitable AI – a point that is repeatedly called out in the Executive Order.

At Brookings, we have deployed the first AI Equity Lab to workshop pragmatic solutions that reconcile innovation, equitable and fair outcomes that are lawfully compliant with existing civil and human rights laws and offer plausible short- and long-term solutions that center public interest. With technology moving at rapid speed, it is imperative that the nation’s communications infrastructure continue to be nimble enough to accommodate the explosive growth of technology, while making sure that the physical benefits are widely available, and the adverse consequences are not.

Thank you again to the Members of the Subcommittee on Communications and Technology for the opportunity to testify, and I look forward to your questions. I also want to thank Brookings researchers Eugenie Park, Xavier Freeman-Edwards, and Jack Malamud for their assistance in preparing my statement.
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