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Abstract 
 

Firms routinely utilize natural language processing combined with other machine learning (ML) tools to 

assess prospective employees through automated resume classification based on pre-codified skill 

databases. The rush to automation can however backfire by encoding unintentional bias against 

groups of candidates. We run two experiments with human evaluators from two different countries to 

determine how cultural differences may affect hiring decisions. We use hiring materials provided by an 

international skill testing firm which runs hiring assessments for Fortune 500 companies. The company 

conducts a video-based interview assessment using machine learning, which grades job applicants 

automatically based on verbal and visual cues. Our study has three objectives: to compare the automatic 

assessments of the video interviews to assessments of the same interviews by human graders in order 

to assess how they differ; to examine which characteristics of human graders may lead to systematic 

differences in their assessments; and to propose a method to correct human evaluations using 

automation. We find that systematic differences can exist across human graders and that some of 

these differences can be accounted for by an ML tool if measured at the time of training.  

 
1 Center on Regulation and Markets Series on Economic and Regulation of Artificial Intelligence and Emerging 
Technologies 
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1. Introduction 

Choosing people to hire is inherently hard (Klazema 2018), due to the difficulty of predicting how a 

candidate might perform outside of the observed settings of the interview—the candidates’ latent 

characteristics (Kokkodis 2018, Geva and Saar-Tsechansky 2016). Resumes and recommendation 

letters provide observable characteristics such as skills or degree qualifications (Kokkodis et al. 

2015, Abhinav et al. 2017). Due to increasingly dynamic trends and automation advancements, 

these observed characteristics are highly heterogeneous, as new skills are now born and old skills 

die faster than ever (Autor et al. 1998, Autor 2001, Kokkodis and Ipeirotis 2016, Institute of Business 

Value 2019, Kokkodis and Ipeirotis 2020). The latent applicant characteristics are the applicants’ true 

knowledge and abilities on the listed skills and qualifications (Geva and Saar-Tsechansky 2016, 

Kokkodis and Ipeirotis 2020). Altogether, the heterogeneity of the observed qualifications combined 

with the unobserved applicant qualities create an environment of high uncertainty; employers make 

hiring decisions according to idiosyncratic assessments of fit between opening requirements and 

grader characteristics, where the attributes of the graders who determine the training set for the 

hiring tool are likely unknown to the employer. Recent economics literature show that taste-based 

discrimination can be a substantial contributor to bias in hiring (Cowgill and Tucker 2019).  

To facilitate hiring decisions by reducing search costs (Pathak et al. 2010, Brynjolfsson et al. 2011, 

Fleder and Hosanagar 2009) and to improve hiring outcomes, many organizations invest in 

advanced machine learning algorithms. Natural language processing algorithms assess prospective 

employees through automated resume classification (Bollinger et al. 2012, Cowgill 2020)  based on 

pre-codified skill databases (Nadkarni 2001, Lai et al. 2016). Human decision makers then use these 

machine assessments to efficiently filter and identify the best candidate for each opening (Kokkodis 

et al. 2015, Abhinav et al. 2017, Horton 2017). Even though such algorithms succeed in reducing 

search costs and improving hiring efficiency, they can often backfire by encoding unintentional 

biases against groups of candidates. For instance, an Amazon hiring tool discriminated against 

female applicants (Dastin 2018), while a Xerox hiring algorithm discriminated against applicants of 

lower socioeconomic status (O’Neil 2016). Despite the extensive literature on algorithmic fairness 

(Kusner et al. 2017, Kearns et al. 2017, Chen et al. 2019) and overall fairness in machine learning 

(FATML 2019), human biases transpiring into the training data still remains a problem in machine 

learning and is particularly pertinent in hiring where subjective qualities in interviews matter 

(Mann and O’Neil  2016). Hiring by referral remains a valuable tool, as candidates referred to by 

existing employees are often better performers and less likely to leave the firm after being hired 
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(Burks et al. 2015).  

Fairness criteria such as demographic parity, classification accuracy parity, equal opportunity, 

equalized odds, and others (there are over 20 fairness criteria in the machine learning literature, 

without a consensus yet on which criteria should be used in every situation—see Mehrabi et al. 

2021), are typically used to determine whether an algorithm is biased against a particular protected 

group, such as based on gender, age, marital status, disability status, and others (there is  a vast 

literature on protected attributes, see for example Hardt et al. 2016, Ajunwa 2019, Awwad et al. 

2020, Teodorescu et al. 2021). Unfortunately, in practice, it is very difficult to satisfy fairness criteria 

across combinations of protected attributes (subgroup fairness, see Kearns et al. 2018, Teodorescu 

and Yao 2021). Furthermore, it is known that theoretically it is impossible to satisfy three or more 

group fairness criteria at the same time (the impossibility theorem, Pleiss et al.  2017, Chouldechova 

and Roth 2018). Recent work has proposed human-machine augmentation of  machine learning tools 

as a potential solution to choosing the appropriate fairness criteria for the data and task (Awwad et 

al. 2020, Teodorescu et al. 2021), though related literature in ethics shows that perceptions of 

fairness by stakeholders, such as applicants to an automated interview system as in the setting in this 

paper, are essential to adoption of the tool and are not well understood yet in existing literature 

(Tarafdar et al. 2020, Morse et al. 2021). Given all these limitations of fairness criteria, we propose 

quantifying how the characteristics of human graders lead to systematic differences in training data 

and attempting to correct for these differences before training the machine learning tool, given that 

corrections ex post (i.e., running fairness criteria after the algorithm is trained in order to determine if 

the algorithm is fair according to a particular protected attribute) based on fairness criteria alone do 

not always lead to a solution (Teodorescu and Yao 2021). In Teodorescu and Yao (2021), a publicly 

available credit dataset is analyzed with standard prediction algorithms against several popular 

fairness criteria and under certain combinations of fairness criterion-protected attribute no optimum is 

found.  

Our approach of determining systematic grader-specific differences in training data differs from 

standard fairness criteria applied ex post to machine learning algorithms. We use fairness criteria to 

determine if there are any differences across categories of protected attributes using a baseline 

neural network algorithm on our experimental sample before testing for any systematic differences 

across graders. Upon further analysis using a set of questions addressed to graders, we find that 

systematic grader-specific differences can exist in training data and can be accounted for if tested for 
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appropriately prior to training the machine learning model, as shown in regression model results. The 

techniques here may be used outside of the hiring context as well, as the surveys of the individual 

grader personality attributes are based on general-purpose questionnaires of human preferences 

from well-known tests in the psychology literature and can be applied prior to the graders performing 

a classification task such as choosing who to hire. 

To study and compare machine learning with human evaluations, a university research team and 

an industry R&D team from an international skill testing firm worked together for this research study, 

combining experience from academic research literature with algorithm design and software 

engineering experiences (Aspiring Minds has partnered in this study to create an experiment to 

determine how potential personality characteristics and personal biases of graders who are essential 

in training an algorithm may affect hiring scores of candidates.) Hiring scores, combined with 

candidate characteristics, form the training data for a machine learning-based auto mated interview 

algorithm. The study coauthors from the firm provided an experimental version of the software which 

allowed us to turn off certain features in order to run a between-subjects experiment at the candidate 

level1. The firm (Aspiring Minds, a subsidiary of SHL) specializes in hiring assessments across 

various skills, including English proficiency, computer programming skills, customer service skills, 

and others. It conducts these assessments on millions of prospective employees on behalf of large 

firms it contracts for. The company also runs a video-based interview assessment platform which 

grades applicants automatically based on verbal and visual cues. For our study, the company shared 

anonymized videos and assessment values of machine learning graders. 

One might reasonably ask, how do human and machine assessments differ when making hiring 

suggestions? To investigate this question, we compare machine evaluations with human 

evaluations of the same applicants2. We conduct two behavioral experiments (one with U.S. 

participants and one with participants recruited in India) with random assignment which involved 

human participants (human raters) of different genders and socioeconomic backgrounds. The 

experiments had two goals: (1) to identify systematic differences in human evaluations of candidates 

which may result from a combination of interview modality and individual characteristics of the 

evaluator—if such differences are present, they suggest that at least some evaluators exhibit bias; 

 
2 The between-subjects condition here is that graders were randomized to see candidates only in a certain condition, such as 
reviewing the interview audio-only, text-only, or video-only. This change, as well as the use of a different training set, 
required an experimental version of the software which was created by the industry partner Aspiring Minds under a research 
Memorandum of Understanding with the PI of the academic team. 



Teodorescu, Ordabayeva, Kokkodis, Unnam, Aggarwal: Correcting Human Bias in Automated Hiring Algorithms 
5 

 

 

and (2) to explore whether such differences lead to discrepancies between human versus machine-

generated evaluations of candidates, potentially impacting hiring outcomes. 

To address the first goal (i.e., examine the effects of interview modality and individual 

characteristics), participants were randomly assigned to one of three between-subjects conditions in 

which they assess the same candidate interviews presented in the form of: (1) text responses in the 

absence of visual or audio cues (text-only condition), (2) verbal responses in the absence of visual 

cues (audio condition), or (3) video responses (video condition, which could potentially reveal the 

greatest extent of rater bias). In addition to examining the effect of interview modality, we also 

assessed raters’ individual-level characteristics that were previously linked to common biases in 

evaluations. Specifically, we administered validated scales of individual differences that could reveal 

human biases in evaluations of job candidates. These included: (1) numeracy which includes the 

cognitive reflection test and which is typically used to assess individuals’ cognitive abilities and 

reliance on intuitive versus deliberative modes of thinking (Frederick 2005, Peters et al. 2006, 

Weller et al. 2013); (2) trust in feelings as information which captures individuals’ reliance on their 

affective reactions in judgments and decisions (Avnet et al. 2012); (3) maximizing versus satisficing 

tendency which captures individuals’ propensity to seek the best decision at the expense of 

efficiency versus willingness to accept good-enough outcomes in order to gain efficiency (Schwartz 

et al. 2002); (4) right-wing authoritarianism which captures individuals’ endorsement of traditional 

hierarchies and authority and tendency to derogate low-status groups (Rattazzi et al.  2007); as 

well as (5) the scales of patriotism, cultural elitism, nationalism, and women’s rights to 

understand potential biases related to candidates’ gender, origin, and socioeconomic status in 

evaluations (Pratto et al. 1994). 

To address the second goal (i.e., to determine whether human systematic differences in 

evaluations feed discrepancies between human- and machine-generated evaluations), we compared 

the machine ratings of anonymized interviews to the ratings of the same interviews generated by 

human raters. Doing so enabled us: (1) to test if biases identified in human ratings also characterize 

machine ratings and assessments, and (2) to recommend strategies for training algorithms using 

human ratings data to mitigate these biases. 

2. Automated Interviewing Approach 

In the next paragraphs, we present the automated interviewing approach we used in our study. 
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2.1. Aspiring Minds - partner for study 
 
Aspiring Minds, an SHL company, is an assessment firm, specializing in AI-powered assessment 

and interviewing solutions. Some of the prominent AI-based products include Automata - an AI 

based  coding  assessment  (Aggarwal et al.  2013,  Srikant  and Aggarwal  2014,  Aggarwal et al. 

2016), SVAR - automated spoken evaluation test (Shashidhar et al. 2015 a, b) and Writex - 

automated evaluation of email (Unnam et al. 2019) and essay writing skills. Recently, Aspiring 

Minds has taken the lead in developing a science-based video interview scoring which has been 

deployed to evaluate millions of candidates every year. 

Over the last decade, Aspiring Minds have put forth a system to transfigure the evaluation of 

subjective assessments in the framework of machine learning. In (Aggarwal et al. 2013), the authors 

discuss how to apply the principles of machine learning in the testing of open responses. Automata 

(Srikant and Aggarwal 2014, Aggarwal et al. 2016) uses machine learning techniques to grade 

computer programs on parameters like correctness, coding style, and computational complexity, as well 

as semantic feedback on uncompilable codes.   Related work by authors in Shashidhar et al. (2015 a, b) 

evaluates spoken speech, using machine learning to evaluate speaking skills. In that tool, the 

applicant dials a number and has a conversation with the system. Aspiring Minds has also explored 

the domain of blue-collar jobs and how automated evaluation could be fruitful there. In Singh and 

Aggarwal (2016 a, b), they propose the use of touch-based surfaces/tablets as a medium to test 

cognitive skills. In Unnam et al. (2019), Aspiring Minds proposes a system for assessing email writing 

skills. 

2.2. Autoview Automated Interviewing Algorithm - Review of the Approach  
 
Advances in artificial intelligence have transformed the recruitment processes in companies 

(Singhania et al. 2020, Aggarwal et al. 2013, Bhatia et al. 2019). There have been recent efforts to 

introduce automation to the initial stages of the recruitment process in the form of resume 

matching and classification in Bhatia et al. (2019), such as scoring of spoken English, essays, 

computer code, and emails. 

Unstructured interviews are often the most important tool employers use to make a hiring decision. 

However, the ubiquitous use of unstructured interviews is vulnerable to a variety of biases that can 

significantly impact the decisionmaking process. Reilly and Chao (2006)  researches the validity, 

adverse impact, and fairness of such interview-based selection methods and provides discouraging 

evidence of interview validity. McDaniel et al. (1994) shows the relative superiority of structured 
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interviews over traditional unstructured interviews for selection purposes. Video-based interviewing 

has gained traction recently because of the flexibility it provides to the interviewers and candidates, 

as well as because of cost savings for employers and the increase in remote work due to the COVID-

19 pandemic. The structured nature of such interviews can help reduce biases in hiring decisions 

and improve the reliability and validity of the selection methods. Nevertheless, humans are 

susceptible to judgment and decisionmaking biases in even highly structured environments and 

when evaluating structured stimuli. For example, decisionmakers’ reliance on intuitive (rather than 

deliberative) processing of information, reliance on subjective feelings  (rather than cognition), 

desire for efficiency and willingness to settle for good-enough outcomes (rather than maximize 

outcomes), as well as beliefs about certain social groups (e.g., minorities, women, low-status groups) 

often bias judgments and subsequent behaviors toward individuals, groups, and situations, including 

in the hiring context (Avnet et al. 2012, Frederick 2005, Peters et al. 2006, Pratto et al. 1994, 

Rattazzi et al. 2007, Schwartz et al. 2002, Weller et al. 2013). 

There has been extensive research and development of tools which quantify emotions from 

interview images and videos. In Chen et al. (2017), an algorithm that predicts personality attributes 

from video interviews is presented, while in Hemamou et al. (2019) models to predict hireability 

based on job requirements and video interview results are introduced. In Naim et al. (2016), actual 

interviews were recorded in a lab setting and then models were developed to predict social skills 

based on these videos. Likewise, Chen et al. (2016) proposed the doc2vec paradigm—a novel feature 

extraction method formulated as visual words learned from video analysis outputs. There has also 

been research on reactions to and outcomes of video interviewing methods and applications of AI 

from job applicants’ perspective. For example, Brenner et al. (2016) and van Esch et al. (2018) 

examined applicants’ reaction to video interviewing and how using AI in the recruitment process 

influences the likelihood of potential candidates completing the application process. 

The present research examines the role and outcomes of one widely used automation tool—

Autoview—which is an on-demand video assessment and interviewing platform that evaluates 

candidates   on competencies, domain knowledge, and personality. Candidates can take the interview 

anytime, anywhere using multiple devices including a mobile and desktop/laptop, with just a working 

internet connection and a webcam to record their responses. 

Employers consider soft skills along with hard skills (domain knowledge, technical skills) when 

evaluating a candidate. Autoview codes both types of skills to facilitate hiring evaluations. While soft 
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skills are developed over time and are harder to quantify, they relate to how people interact with 

others and are strong indicators of on-the-job performance. Such skills are further categorized based 

on verbal and nonverbal forms of communication. Autoview assesses candidate soft skills using 

nonverbal cues such as facial expressions. Other than soft skills, Autoview also transcribes 

candidates’ spoken content and uses Natural Language Processing (NLP) to score the content on 

workplace skills and functional knowledge. Functional Knowledge evaluates the domain skills 

specific to the job role s/he is applying to, using question independent model trained. Employers can 

add questions to the interview; however this feature was not used in the custom version of the 

software used in the experiments in this paper as we focused on a general interview. If employers 

provide their own question, they also need to provide a set of ideal answers that overlap between 

candidate responses and can be measured (standard NLP tools such as word vector similarity and 

doc2vec). 

2.3. Dataset 
 
Aspiring Minds collected data of job seekers of different ages and educational backgrounds from 

multiple countries. The full video set resulted in a total of 5845 videos from 810 job seekers and 

remains proprietary to Aspiring Minds as their training set. In order to conduct systematic 

comparisons of automated versus human ratings of job candidates while controlling for candidate-

level variation (candidate characteristics and identity), in this paper we analyzed a randomly 

selected subset of 100 general interview videos provided by Aspiring Minds as a test set for 

fairness. The Autoview original model (Singhania et al. 2020) used a much larger, multi-race, multi-

country dataset (we use a custom dataset and code branch for this research paper with fewer 

parameters, a much shorter interview, and much smaller pool of candidates, thus the results are not 

performed with the actual Autoview product). The candidate response data was collected through the 

proprietary platform AMCAT. Each candidate had to go through an instruction video, where the 

candidate was guided to set up a noise-free environment with proper lighting. Each candidate 

answered nine pre-recorded questions in English. Each candidate was given a preparation period of 

30 seconds per question before the candidate could respond for a maximum of one minute. The 

sessions were recorded via the candidates’ own webcam. The structured interview included both 

general and field-specific questions, the latter of which can be customized to an employer. For this 

limited research we did not include any employer specific or field-specific questions. 
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2.4. Raters and Rating process for ML Training Set 
 
Aspiring Minds recruited the original training set raters online. The raters (graders) had experience 

working as HR professionals or psychology training. Each rater would rate videos of the candidates’ 

response to questions on each of the three social skills. We provide a rubric in Table 1 with the 

scales and scores the original set of graders provided. Videos of very low quality (videos recorded 

with a variety of camera setups based on candidate computer configuration) were dropped. A 

comprehensive process with best practices from Singhania et al. (2020) was followed. Each rater 

rated 50 videos and those with inter-rater correlation of less than 0.5 and mean-difference of more 

than 1.0 (on a 5-point scale) were removed. Each video was rated by at least three raters, which 

resulted in a score per social skill as the mean of the raters’ grades for that candidate under the 

respective social skill rubric.  

Some of the questions were additionally tagged to either workplace skills or functional knowledge. 

These skills are evaluated from the candidates’ spoken content, where raters referred to the 

underlying rubrics to assign a score based on the audio sample of the candidate response (please 

see Table 2). The question in consideration — “Describe a time when you made a mistake or when 

you did not apply the necessary effort in a task or project. What feedback did you receive? How did 

you change your approach as a result of this feedback?” evaluates the competency Learning Attitude. 

Removing the noisy samples, we were left with around 800 data points for each of the workplace 

skills. For functional knowledge, the questions were more straightforward and close-ended, relating 

to definitions and concepts from a particular domain. An example of a domain question from the 

banking sector would be “What is overdraft protection?”, which would then be evaluated using a 

rubric for functional knowledge based on audio samples. After cleaning the dataset and removing 

noisy audio samples, we used 1650 audio files collected on 30 questions from 5 sectors. We also 

maintain a set of 3-5 correct answers to each question which is required for model building. 

Speech Prosody and Facial Features: Speech patterns such as emphases, intonation, rhythm, 

stress markers and others are extracted from the videos using OpenSMILE (Eyben et al. 2013). 

Similarly, facial features were extracted using OpenFace (Batruaitis et al. 2016). The exact details of 

this portion of the algorithm remain proprietary to Aspiring Minds.  

 

Table 1 on the following page shows sample ratings for the social skill rubric. 
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Word and Sentence Embeddings: Word embeddings are used to capture the meaning of the 

words used in the interview, rather than just the word itself. The measurement here is done by 

computing the similarity between the vector of the answer of the candidate and the vectors of 

appropriate answers; this generates a score between 0 and 1. We project the high dimensional word 

space (with each word as single dimension) to a low dimensional continuous vector space. These 

embeddings present a numerical representation of the contextual similarities between words, thereby 

in the transformed space, semantically similar words are mapped to nearby points. We used the 

Word2vec model using Google’s pre-trained model (Mikolov et al. 2013). BERT (“Bidirectional 

Encoder Representations from Transformers”) by Devlin et al. (2019) provides sentence embeddings 

which captures the context in which the words were used in the sentence. Using BERT as well 

provides a better representation of the sentence, one at a time. 
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Bag of Words: We also used features counting unigrams (one word, for example “algorithm,” 

bigrams (pairs of words like “machine learning”), and trigrams (triplets of words that appear together 

commonly in the language, such as expressions like “natural language processing").  Stemming was 

applied to words prior to counting them (stemming turns the word to the dictionary root of the word) 

and stopwords (connectors like and, or, a, the, etc.) were removed then counted where each word is 

represented by a pair where each word is calculated a frequency (for a typical pipeline diagram see 

for example Younge and Kuhn 2016, Teodorescu 2017). We divide the term frequency counts by 

Inverse Document Frequency (TF-IDF) (Ramos et al. 2003) to prioritize the most important 

words/phrases. This approach is standard in the NLP literature. 

Semantic and Cosine Distance: For functional knowledge, we used semantic-distance-based 

features. We calculate a comprehensive set overlap between the response and the set of correct 

answers pertaining to the question, also considering the synonyms and similar words obtained from 

wordnet (Fellbaum 2012). Similarly, cosine distance (Huang 2008) is also calculated between the word 
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embeddings of the response and the correct answers after pre-processing. 

2.4.1. Feature Selection and Modeling 
 

Supervised learning models were applied to each social skill. Candidate-level scores were derived 

by averaging the scores across videos (multiple videos per candidate). Every social skill can be 

linked to a set of certain facial features. This relationship can be both positive and negative. For 

example, a candidate showing marked nervousness is rated low on confidence. In the first approach, 

we select these features for each social skill based on expert guidance. The features are then subject 

to feature transformations, i.e., transforming the higher-dimensional time-series features into a 

meaningful lower dimension. We don’t need to apply any additional transformations on prosody 

features, already subject to systematic processing and smoothing before being extracted from the 

whole audio. Here we used a transformer-based model consisting of self-attention and additive 

attention layers. This model relies on the correlations present in the sample dataset. A deep learning 

model was used. The mathematical formulation and information relating to the model architecture 

is explained entirely in Singhania  et al. (2020). 

Separately, training question-specific models for each of the workplace skills was required. The 

final feature vector comprises word-level, sentence embedding-level, and bag-of-words count 

features. This is followed by feature selection techniques to vary the number of features selected in 

the model building process, models with the lowest cross-validation (4-fold) errors were selected. 

Classical supervised- modelling techniques were used in model building. 

In order to build a question-independent model for evaluating functional knowledge, the dataset is 

divided into seen and unseen sets. The seen set comprises the questions used in training and 

unseen sets have different questions from all sectors. Features based on semantic and cosine 

similarity are calculated followed by supervised modelling techniques to train the final model. The 

model performance is evaluated both on seen and unseen sets to accurately measure the 

generalizability of the model. 

3. Human Raters — Experiments 

To obtain human ratings of candidates who had been rated by an algorithm, we ran two experiments   

with new sets of human graders different from those used by the company3. The goal of the 

 
3 A simpler version of the trained model of the video assessment company was used for the machine-based scores in our 

experiments. The original ML model was trained on a much larger multi-country multi-race dataset as presented in 
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experiments was to identify systematic differences in candidate evaluations and to compare human 

ratings of candidates to machine (automated) scores4 in order to assess whether human ratings 

significantly diverge from machine ratings, and if so, why.  

To examine the robustness and generalizability of the findings, we conducted one study in a U.S.-

based participant pool recruited on Amazon Mechanical Turk and one study in an India-based online 

participant pool recruited through Qualtrics Panels. Geographic diversity should help us assess the 

role of human raters’ cultural backgrounds in candidate evaluations. Furthermore, to test whether 

the susceptibility of human raters to various biases depends on individuals’ expertise in hiring 

decision-making, we recruited India-based participants specifically from a pool of professionals with 

prior experience in Human Resources.  

 

3.1. Participants 
 
In both studies, 18- to 65-year-olds were recruited for a 15-minute individual online survey 

administered in Qualtrics. The U.S.-based study did not include participant employment as a 

recruitment criterion, whereas the India-based study specifically recruited participants as graders 

who were employed full-time and had experience in HR. Participants in the U.S.-based experiment 

were recruited on Amazon Mechanical Turk in exchange for a $1.50 participant compensation. 

Participants in the India-based experiment were recruited by the Qualtrics Panels service in exchange 

for a fee which combined participant compensation and panel service fees. A total of 926 participants 

completed the U.S.-based experiment (there were additional 67 partially complete responses). A 

total of 1,133 participants completed the India-based experiment, 317 of whom passed the Qualtrics 

Panels attention checks (the Qualtrics Panels service mandates the inclusion of attention checks to 

track the rate of service fulfillment; there were additional 256 partially completed responses). We 

analyzed all recorded responses without exclusions (in the India-based study the results did not differ 

across responses that passed versus failed the attention checks). The research design and materials 

were reviewed and approved by the Institutional Review Board of the academic authors’ institution 

prior to data collection. 

 

 
Singhania et al. (2020). The experiments in this paper were not part of the original Aspiring Minds training set and are a 

separate code branch - the videos used in these experiments were excluded from tuning the model. 
3 In this experiment we only compare the social skills scores produced by the trained model. 
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3.2. Experimental design and method 
 
Both studies collected human evaluations of a total of 100 actual interviews captured by Aspiring 

Minds. A sample of 100 interviews used in the experiments was randomly selected from a total of 810 

total interviews available from Aspiring Minds, with an even split between featured male and female 

job candidates. In both studies, after completing a consent form, participants evaluated three randomly 

selected (out of 100) candidate interviews. Interview format presented to participants was 

manipulated between-subjects with random assignment (text only vs. audio only vs. video and audio), 

such that all three interviews were presented to participants in a text-only, audio-only, or text-and-

audio format. 

3.3. Experimental measures 
 

3.3.1. Candidate evaluations After viewing the video of each candidate, participants completed 

several measures about the candidate. As the key measure, participants indicated their likelihood of 

hiring the candidate (1 = very unlikely to 7 = very likely). This constituted the main dependent 

variable in our analyses. 

We additionally captured several exploratory measures, including assessment of candidate 

strength, liking, friendliness, warmth, engagement, competence, experience, knowledgeability, 

expertise, confidence, expressiveness, articulateness, positivity (vs.  negativity), and emotionality (all 

measured with single-item 7-point scales). In the audio and video conditions, we additionally 

captured evaluations of aspects only relevant for participants in the audio and video conditions: 

the strength of accent and understanding of candidate speech (both single-item 7-point scales). 

In the video condition, we also captured evaluations of the candidates’ gesticulation and smile (both 

single-item 7-point scales). 

3.3.2. Participants’ individual characteristics  

To  capture participants tendency to engage in heuristic (vs. deliberative) processing of information 

and reliance on subjective affect (vs. cognition) in judgments and decisions, we administered the 

numeracy scale which included the cognitive reflection task (three items) (Frederick  2005) and 

additional validated numeracy items (six items) (Peters et al. 2006, Weller et al. 2013), and the trust in 

feelings scale (two items) (Avnet et al. 2012). To capture individuals’ propensity to maximize the 

outcomes of their decisions (vs. satisfice - i.e., willingness to accept a good-enough outcome for the 

sake of efficiency), we administered the maximizing vs. satisficing tendency scale (six items) (Schwartz 
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et al. 2002). Finally, to examine individual beliefs that may generate biases related to candidates’ 

gender, cultural, and socioeconomic background, we administered the right wing authoritarianism scale 

(five items) (Rattazzi et al. 2007), as well as the scales (Pratto et al. 1994) of patriotism (six items), 

nationalism (four items), cultural elitism (four items), and women’s rights endorsement (four items). 

We examined the main effects of these individual-level grader characteristics to identify systematic 

human biases in evaluations of job candidates, as well as the interactive effects of grader 

characteristics with job applicant characteristics (such as applicant gender) to assess whether 

human biases apply similarly (or differently) to different job applicants. 

4. Data 

Aspiring Minds shared the video interviews of the 100 job candidates along with their anonymized 

basic demographics (hereafter referred to as “applicants”). This dataset was then transcribed into 

audio-only and video-only files for the experimental conditions. 

The India-based experiment recruited participants on Qualtrics Panels with three between-subjects 

experimental conditions (text-only, audio-only, video-only). The experiment generated 3,871 

individual grades (nine assessments per interview, times three experimental conditions: 1,234 

grades in the text only condition, 1,248 grades in the audio only condition, 1,389 grades in the 

video only condition). The baseline text-only condition has not yet been analyzed in this version of 

the paper. 

The U.S.-based experiment recruited U.S. participants on Amazon Mechanical Turk with three 

between-subjects conditions (text only, audio only, video only). The experiment generated 2,772 

individual grades (9 assessments per interview, times three experimental conditions: 993 grades in 

the text only condition, 952 grades in the audio only condition, 907 grades in the video only 

condition). As above, only audio- and video-based conditions were used in this version of the paper. 

Dependent variables We use two dependent variables: Likelihood to hire and AI-Human difference. 

Likelihood to hire captures the likelihood that a study participant would hire the interviewed applicant. 

All are on a Likert scale of 1-7. 

In addition, we analyzed the AI-Human difference which captures the difference in hiring likelihood 

of a given candidate between the AI hiring ratings and the human ones. We estimate this score as 

follows: 

𝐴𝐼 െ 𝐻𝑢𝑚𝑎𝑛 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 ൌ 𝐴𝐼 𝑆𝑐𝑜𝑟𝑒 െ 𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑡𝑜 𝐻𝑖𝑟𝑒 (1) 
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where AI score is the average of the AI predicted dimensions “positive emotion”, “composure”, and 

“engagement”. Conceptually, AI-Human difference shows the difference between the AI hiring system 

and the human raters. The larger this difference between the AI vs. human assessment of the 

candidate, the higher the potential for bias in the assessment of the candidate due to human factors. 

 

 

 

Table 3 shows the descriptive statistics of the Indian experiment for the focal and dependent 

variables; Table 4 represents the same for the US-based reviewers. Figures 1 and 2 in Appendix A   

shows the correlations of the focal variables in the two studies. 
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5. Machine Learning Fairness Criteria Study – Automated 
Interviewing 

We study whether the models employed in this experiment using an automated interviewing 

approach are fair with respect to candidates’ gender. Each of the candidate was provided with a 

total interview score, which was the average of the predicted socials skills on a scale of 0 to 100. The 

graders’ propensity to hire (originally on a scale of 1-7) was scaled 0 to 100. The cut-score (denoted 

by θ) applied was to reject the lower third of scores5. We evaluate the resulting models on two 

popular group fairness criteria - Average Odds (Bellamy et al. 2018, Hardt et al. 2016) and Equal 

Opportunity (Hardt   et al. 2016). Additionally, we calculate classification accuracy (Fawcett 2006), the 

proportion of candidates classified accurately by the model. We evaluated these metrics against 

human scores provided under different subject conditions - Text, Video and Audio from U.S. 

and India-based raters. 

We calculated the differences in these metrics, between the protected group (female) and 

privileged group (males). Significance is calculated using 2-sample bootstrap t-technique at 95% 

confidence level. The two groups with sizes (47 and 53) were sampled 10,000 times with 

replacement and the corresponding p-value was calculated. 

The results of these fairness criteria checks are in Table 5. With regards to classification accuracy, 

there isn’t a considerable difference. We see that there is significant difference in Average Odds and 

Equal Opportunity, additionally it is the protected groups which benefit in all scenarios. These 

differences could be mitigated using different methods. First, one could use techniques of post-

processing (Kamiran et al.  2012, Pleiss et al. 2017, Hardt et al. 2016) to induce fairness in hiring. 

Secondly, certain assessment practices may be used. It is interesting to note that (as presented in 

Table 6), as we lower the cut-score,  the differences in Average Odds (AO) and Equal Opportunity 

(EO) also decrease. Therefore, a uniform reduction in cut-score, accommodating the candidates 

impacted, can be used to mitigate potential differences in assessments across protected groups by 

an AI system. 

 
5 Companies generally use automated hiring assessment tools to eliminate the lower tier performers and select 
the next round of interviews. 
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6. Systematic Human Differences -  Results 

We estimate the following specifications: 
 

DVi ∼ Xi + ε, (2) 
 

where Xi are the focal variables described in Tables 3 and 4, and DV ∈ {Likelihood to hire, AI-Human 

difference}. 
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Human Systematic Differences: Table 7 shows the results of the two studies looking at the grader 

characteristics. Column A1 includes only responses from the India-based study; column A2 includes 

only responses from the MTurk study; column A3 pools both studies together (since both utilized 

identical experimental design and measures) and uses study fixed effects and interaction variables. 

The two studies show general human biases around multiple attributes. In both studies, evaluators 

with higher Trust-feel (i.e., tendency to rely on feelings in decision-making) tend to rate candidates 

higher. U.S.-Based graders with higher Numeracy (i.e., tendency to rely on deliberative, rather than 

heuristic, processing) tend to give higher scores, however this effect is not visible for the Indian-

based graders (note however that the applicants are also Indian, so this might be an interaction that 

depends on whether reviewers are observing candidates from the same cultural background. 

The two studies are consistent in terms of Maximize (i.e., tendency to seek the best possible 

outcome rather settle for good-enough), where the Maximize score has a highly positive and 

significant effect on hiring score. The two studies are also consistent in terms of Elitist (i.e., 

perception of one’s cultural superiority), where a higher Elitist score of the interviewer increases the 

candidates’ hiring likelihood. This latter result was unexpected. 

The Women rights (i.e., endorsement of women’s rights) scores decrease the likelihood of an 

applicant to get hired across the Indian-based study and the pooled population but is not 

significant in the U.S.-based reviewer study. On the other hand, higher Trust-feel (trust in 

feelings) has a positive effect on hiring scores in all the studies (see Table 7). 

Grader characteristics related to Patriotism (i.e., patriotic feelings towards one’s country) and 

Right-wing (i.e., tendency to endorse the hierarchy and authority) are only significant in the U.S.-

based reviewer population. The video flag Video (audio as baseline) (i.e., scores in the video vs. 

audio condition) was not significant in either study. U.S. participants with high U.S.-directed 

Patriotism were more likely to rate negatively applicants, while U.S. participants with higher Right-

wing scores showed a positive bias for the applicants. This requires further research. 

AI vs. Human: Does AI correct for some of these biases? Using the AI-Human difference variable, 

Table 8 shows how each focal characteristic increases or decreases the difference between 

AI and human scores. Conceptually, if a coefficient from Table 7 (which shows the effects of human 

raters’ characteristics on candidate ratings) is reversed in Table 8, then AI has counteracted 

against the  impact of these human characteristics on candidate ratings, which could be interpreted 

as AI correcting for the observed human bias. 

The results show that indeed, AI corrects for multiple types of human biases. Specifically, the 
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coefficients of Numeracy, Trust-feel, Maximize, Elitist, Patriotism, and Right-wing are reversed in   

Table 8, in both columns A1 and A2, which indicates that AI acts against the influence of these 

human characteristics in (human-based) experimental data on candidate evaluations. 

An additional interesting observation from Table 8 is that the coefficient of Video (audio as 

baseline) × Gender is positive. This suggests that when male applicants are being interviewed with 

video, the difference between AI and humans increases - i.e., humans may be particularly biased in 

favor of male (vs. female) candidates in video (vs. audio) interview settings, which AI works to 

counteract. 

We ran a regular linear regression model with clustered standard errors on the applicants, 

as well as variants of the model with interaction effects. The findings were as follows: 

numeracy score and patriotism score both had negative large effects significant at the 0.0001 level 

on hiring outcome. Degree of perceived warmth interacted with applicant gender and had 

significant main and interactive effects. First, generally, the warmer the applicant appeared, the 

more likely they were to be hired. Second, female applicants were more likely to be hired than 

male applicants at every level of warmth except the lowest level (i.e., 1 = very cold on the 7-point 

scale). 

Interestingly, applicants’ (performance) score at high-school graduation had no impact on their 

likelihood to be hired after college; it may be that a high-school graduation score is not salient or 

observed by the human grader or is not a good indicator of good job performance after college. 

Endorsement of women’s rights, i.e., how supportive graders report they are of women’s rights and 

gender equality, on average yielded very high scores (6/7) and thus did not have an impact on hiring 

score. Nationalism did not have a significant impact on hiring decisions in the models we have run so 

far. Trust-in-feelings and maximizing-vs.-satisficing tendencies both had positive significant effects 

on hiring decisions, which indicated more positive evaluations of candidates among individuals who 

rely on their affective responses and who seek the best possible decisions. Similarly, elitism had 

a positive and significant effect on hiring decisions, which is interesting and worth investigating more 

with a different population of graders. The full-page results Tables 7 and 8 follow next. 
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7. Discussion 
 

7.1. Generalizable Correction Approach for Sources of Grader Bias 
 
A biased grade could result from two separate sources: error in the algorithm itself which results in a 

systematic error in the grade given by the AI system, or systematic differences from human graders 

who provide inputs to the training data. The latter has been the primary focus of this paper – finding 

how human graders can systematically differ in their assessments of the same candidates in hiring 

interviews in metrics unrelated to candidate performance. When one observes only the outcome 

without knowing the characteristics of the human graders that serve as the basis for the training data 

for the algorithm, it is difficult to distinguish the difference between the human grade and the ML 

grade as the source of the bias. The grade assigned by the machine (denoted as “Grade by AI”) may 

have a fixed bias, while the bias of the humans depends on the particular grader: 

 

 

The difference between the two is the difference in biases. The systematic differences generated by 

human graders could be inferred from the grader feature vector, with questionnaires and tests as 

described earlier in this paper. However, not all systematic differences due to human graders may be 

observable. When these observable features are negligible (for example, no trust in feelings, no 

elitism, etc.), the grades assigned by humans may approach an ideal grade, but such ideal human 

graders may not exist. Furthermore, it is likely there are personality features which are unknowable 

by such scales, including some which perhaps have not yet been quantified. We may however be 

able to determine the differences between human evaluators and algorithm; these differences may 

include, for instance, the fixed bias of the algorithm and the variable biases of the graders, with both 

categories of bias unknown: 

 

We denote by G0(k) the ideal, unbiased, and unknown grade for the k’th candidate and the bias of 

the algorithm by BAlg, that of the human expert by BEh(k), and further the subscript h representing the 

h’th human grader/expert grade. With these notations, we can rewrite the formula above as: 
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To solve this, we would make a relatively strong assumption: that the bias of the algorithm is 

constant with regards to the candidate. This may be the case in some systems. However, we are 

aware that the human experts’ grade biases are dependent on their feature vector, thus (here Hh is 

the bias vector representing expert h):  

 

 

 We would then define the ideal evaluator / grader as the average of the evaluators with zero-

components of the feature vector H, i.e., the following limit is satisfied for any k: 

 

To determine the average bias of the algorithm knowing the feature vectors of the human graders 

(like in our experiments), one could follow this generalizable procedure: determine the subsets of 

evaluators with the bias vectors (or more generally, feature of grader vectors) Hh amongst the lowest 

5%, 10%, 15%, … etc. and the sequences of average differences: 

 

which would indicate, maintaining the assumptions in this analysis and notations, that the limit: 

 

would determine the average bias of the algorithm, which once known can now be corrected. This 

proposed method is preliminary; analysis on the data using this approach is ongoing and will be the 

subject of future studies following this working paper.  

7.2. Grade Distribution Considerations for Fairness and Numerus Clausus Approach 
 
Equality of average grades across a protected attribute can be easily tested but does not ensure 

fairness even in the simpler fairness criteria to calculate, such as demographic parity applied to one 

attribute. For example, assume that employers decide to select candidates based on a minimum 

grade, which sets an implicit threshold for θ to be accepted to the next round. This threshold, if applied 

to the entire hiring process (for example 5% of the first round, as filtered by the ML tool, will go on for 
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a second round of interviews) may not result in an equal number of candidates from each gender. The 

threshold-based process will result in a number hired, or a number promoted to the next phase of 

interviewing. This approach, while often used in practice (for instance, admissions to college would 

usually have a maximum target of admitted or in hiring would have a maximum number of new hires) 

does not guarantee demographic parity, even if – in a very simplified example with just one protected 

attribute – the average grade at which males are hired is the same as the grade at which female 

candidates are hired.  

If we consider the number of male candidates Nm and number of female candidates Nf, the number 

of selected male and selected female candidates given the same grade threshold θ will not 

necessarily be the same, as we may not assume we are drawing candidates from identical 

distributions of grades. Instead, the number of selected male and selected female candidates will be 

based on the integrals: 

 

 

In order to satisfy the demographic parity criterion, the following equality would need to hold: 

 

whereas in order to satisfy the Equality of Opportunity criterion for male and female candidates, the 

probability of being hired would need to be equal across the protected attribute: 

 

However, as many firms select for hiring or next round interviewing a fixed number of candidates 

per position, let’s denote that fixed number of selected candidates as N, a numerus clausus condition 

is often applied in practice, which would in this case be: 

 

Once the firm sets the number of candidates to be selected, given that the number of applicants Nm, 

Nf is known, as well as what the maximum grade is for the assessment given, one can solve for the 

threshold θ. A limitation of this discussion as well as of the entire paper is that we assume that the 

threshold θ is the same across firms, i.e., that the hiring process (be it ML-based, or human-decision-
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based), if applied the same across firms, will generate fair outcomes. It is however possible that 

different firms using the same hiring assessment tool may have different preferences in performance, 

thus the hiring threshold θ may be a firm-based decision. In that case, an ML model can be trained on 

a set of candidates of the firm in question (which would require access to the firm applicants, hiring 

records, and its hiring managers as graders for the training set) and the algorithm customized to the 

firm. That would require further a large enough pool of candidates for the training set, which would 

only be feasible in practice with large firms. While this is outside the scope of this paper, if such a 

study were possible in the future, the internal firm employee records could in fact provide a measure 

of ‘ground truth’ which would be the actual performance of the hired employees at for example three- 

or five-years post hire. Such performance data on the job would provide clarity regarding the True 

Positives and False Positives; however, in practice that data would be very difficult to obtain. That 

data would also not provide information on the False Negatives (people who were applicants, were 

denied hiring but would have been qualified, and went to another employer). Potentially that 

information could be inferred from platforms such as LinkedIn by looking at employee titles of peer 

employers at typical promotion thresholds for the field (for example, three- or five-year) and searching 

the applicants to see if they were promoted at their new employer. Such an endeavor is well outside 

the scope of this paper and would require a considerable effort, follow-up time following the 

experiment, and permission to run such an experiment at a large enough firm. 

 

7.3. Future Work 
 

One limitation of this study is that we were not able to follow up with candidates after they took the 

interview. We would also be interested to determine if we could find actual job success of the 

randomly sampled candidates in order to determine actual ability on the job. While, unfortunately, we 

were not able to obtain this information, if a future study is done in direct collaboration with employers 

or an aggregator of employment data, this may be possible to test. 

Highschool GPAs did not appear to affect hireability, which was unexpected. The interaction of 

grader elitism with applicant gender was strong in the Indian grader study but not in the U.S. grader 

study. It may be interesting to test if these results hold in the case of technical interview questions, as 

opposed to a general introductory question as in this study. 

There may be an ability to use the software effect or a home setting effect since candidates 

are taking the interview from home or university dorms with varying hardware and bandwidth 

configurations. We understand that the developers have applied certain corrections to the video 

streams to mitigate this, however due to the proprietary nature of the software we are not able to 
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directly evaluate that component. 

8. Conclusions 
 

This working paper indicates that there are systematic differences across human graders which may 

seep into training data and which differ based on the gender of the job applicant as well as the 

ethnicity of the grader and of the applicant. In our U.S.-based graders, higher grader Numeracy and 

Patriotism resulted in a negative effect on the likelihood to hire. In our India-based study, a higher 

Women rights score decreases the likelihood of an applicant to get hired. However, higher grader 

Trust-feel and Elitist scores increase the likelihood a grader would see a candidate favorably and 

assign a high hiring score. More research needs to be done to come up with recommendations 

applicable to industry as well as potential policy recommendations regarding measuring bias in 

training data for HR ML applications. We do observe that the different grader scores across the 

various dimensions we measured about grader personality end up affecting likelihood to hire score 

differently based on the country (U.S. graders or India-based graders). We would like to be able 

expand the study to multiple countries, as well as to vary the profession of the grader. For instance, 

instead of a grader with a background in HR, it may be interesting to pick graders who have 

engineering backgrounds and to determine if they too are susceptible to trust in feelings, for 

example. In the later portions of the paper, we propose a method to correct systematic differences 

across graders provided grader features are observed. 

A more general question regarding fairness criteria themselves is that the decision of which 

individual features are considered protected attributes is determined by the legal landscape but may 

not be necessarily complete (Morse et al. 2021). Indeed, the definition of a protected attribute may 

evolve to include further attributes over time, in which case algorithms may need to be retested and 

retuned.  

Our final research objective was to determine if the use of a machine learning algorithm (which was 

in its essence a deep neural network) can resolve some of these biases. We indeed found that ML 

corrects for multiple types of human biases, reversing Numeracy, Trust-feel, Maximize, Elitist, 

Patriotism, and Right-wing. Thus, knowing the source of human grader bias can enable the machine 

tool to remove it. Much more work remains to be done in this research topic - we share this as a 

discussion paper. 
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Appendix A  
 

Figure 1 Correlations of the focal variable in 
the India study 

 

 
Figure 2 Correlations of the focal variable in 
the Mechanical Turk study 
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