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EXECUTIVE SUMMARY 
Policymakers, facing increasingly uncertain contemporary and future security and technology 
environments, are engaging in futurethink—using fictional scenarios to make predictions about 
the results of introducing artificial intelligence (AI) and other emerging technologies into these 
environments. Futurists engage in this process by providing scenarios to ameliorate uncertainty, 
drawing on a suite of tools that include simulations, worst-case planning, war-gaming, and even 
science fiction narratives.

A common futurethink tactic is to switch from risk-based probabilistic thinking, which is vulnerable 
to various decision-making pathologies, to possibilistic thinking—creatively generating scenarios 
outside of expected outcomes with a focus on impacts rather than probabilities. This move avoids 
some pathologies but is still subject to many biases and must be implemented judiciously. It can 
be usefully harnessed if futurists and policymakers avoid:

 • rounding off probabilities, using heuristics as knowledge, and only exploring known 
outcomes.

 • engaging in excessive deviations from reality and exotic or emotionally fraught scenarios.

 • anchoring on specific scenarios, allowing embedded assumptions, and making hasty 
generalizations.

While still:

 • being creative enough to spark new ideas.

 • making explicit ideas inspired by fiction and embedding them in specific scenarios.

 • seeking out expert contributions and integrating existing threats into scenarios.
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INTRODUCTION
Policymakers are facing contemporary and 
future security and technology environments 
characterized by increasing uncertainty. In 
response, they have engaged in an approach that 
we call futurethink—using fictional scenarios 
to make predictions about the results of 
introducing artificial intelligence (AI) and other 
emerging technologies into these environments. 
Futurists are playing a key role in this process by 
providing scenarios that fill in gaps from missing 
information, drawing on a suite of tools that 
include simulations, worst-case planning, war-
gaming, and even science fiction narratives.

This course of action would seem to make 
sense: predicting the future is inherently 
difficult, and the challenge is only exacerbated 
by the rapid emergence of new technologies, 
particularly AI, which stand to usher in entirely 
new ways of warfare. Moreover, national security 
practitioners have previously experienced 
catastrophic prediction failures. Policymakers 
have been continuously haunted by the inability 
to foresee the use of airplanes as weapons in 
the September 11 attacks, which was famously 
dubbed a “failure of imagination” by the authors 
of a congressional investigation into the attacks.1

The “failure of imagination” problem occurs when 
individuals are operating under uncertainty—
missing information about the range of possible 
outcomes or the value or probability of those 
outcomes. The problem is particularly acute 
with predicting the future of AI-based conflict, 
for which the probabilities of different outcomes 
are nearly impossible to calculate. A common 
futurethink response to uncertainty is thus to 
switch from risk-based probabilistic thinking, 
which is vulnerable to various decision-making 
pathologies, to possibilistic thinking—creatively 
generating scenarios outside of expected 
outcomes with a focus on impacts rather than 
probabilities.2 Possibilistic thinking can evade 
some pitfalls of probabilistic thinking but is 

subject to many biases and must be implemented 
judiciously.

In this paper we explore probabilistic and 
possibilistic approaches to uncertainty related 
to AI, outline their potential advantages and 
disadvantages, and identify common biases that 
hinder good prediction. We argue that creative 
prediction through fictional scenarios can be 
usefully harnessed if an active and systematic 
approach is taken that avoids prognostication 
pathologies by . . .

 •  avoiding the pitfalls of probabilistic thinking 
such as ignoring small probabilities, 
using heuristics, and focusing on known 
outcomes. 

 • engaging with possibilistic thinking 
effectively, by avoiding excessive 
deviations from reality, singular, or overly 
evocative scenarios, while making explicit 
ideas inspired by fiction and embedding 
them in specific scenarios. 

 • creating counterfactuals that do not make 
heroic assumptions about technology, 
organizations, or politics, while still being 
creative enough to spark new ideas. 

 • countering psychological biases that 
spring from a focus on individual outcomes, 
taken-for-granted embedded assumptions, 
emotionally fraught scenarios, and hasty 
generalizations. 

 •  seeking out expert contributions about past 
and current technological trajectories and 
integrating existing threats into scenarios.

THE PERILS OF 
PROBABILISM
Until recently, the most common way for 
security and intelligence experts to think about 
risk has been probabilistic: identify a set of 
scenarios attached to choice options, estimate 
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the probability and impacts of each, rank-order 
the value of the choice options, and then take 
action to decrease potential loss and increase 
potential gain across scenarios. It is attractive 
because cost-benefit analysis can then be used 
to determine strategies.

The shortcomings of this approach for 
anticipating national security crises, however, 
are apparent. For one, cost-benefit calculations 
fail when the probabilities of potential outcomes 
occurring are so small that they are rounded off 
to zero through a process of simplification.3 The 
FBI and the FAA didn’t act on warnings of aircraft 
being used as weapons prior to the September 
11 attacks because they “found the plot highly 
unlikely.”4 For another, probabilistic thinking 
presumes a knowledge not only of probabilities 
but also of outcomes. This leads to a focus on 
known problems rather than on problems that 
are outside of our limited imagination.

Yet the greatest shortcoming of the probabilistic 
approach to thinking about the future occurs when 
probabilities or impacts are unclear and a decision 
must be made anyway. Frequently, individuals 
rely on heuristics—decision-making shortcuts 
that “reduce the complex tasks of assessing 
probabilities and predicting values to simpler 
judgmental operations.”5 Heuristics are generally 
based on preexisting knowledge about the world. 
Though often implicit and a recourse of last resort, 
they function as poor substitutes for the situational 
knowledge required to make high-stakes decisions, 
replace collection or analysis of actual information, 
and generate poor probability estimates. Three 
“classic” heuristics are described in the literature: 
anchoring, availability, and representativeness.6 To 
this list we add the affect heuristic and prospect 
theory. All of these can produce pathologies when 
commissioning, using, and assessing scenarios—
common across probabilistic and possibilistic 
thinking. These pathologies distort estimates 
at every step of the risk assessment chain, from 
intelligence analysts to planners. We walk through 
each heuristic in turn below.

Anchoring

Anchoring occurs when an individual’s initial 
estimate of the probability or impact of a given 
risk serves as the basis for all further estimates.7 
Initial estimates that are too high or too low thus 
end up distorting policy since they are never 
re-evaluated. Anchoring is more likely to occur 
when a single scenario is used as a basis for 
planning and decision-making.8 

However, even when multiple scenarios are 
used—a likely situation when agencies issue 
a call for futurethink scenarios—it is not 
uncommon for decision-makers to “anchor” to 
one particular scenario more than others, thus 
limiting rather than expanding their own mental 
maps. The use of multiple scenarios can also 
exacerbate uncertainty, making it even more 
difficult to determine the relative likelihoods of 
those scenarios, particularly when they speak to 
the same question or concern.

Availability Bias and Confirmation 
Bias

Prior experiences can result in implicit bias. One 
of the ways this bias manifests is in making 
future similar or analogous events seem more 
cognitively “available” and therefore seem more 
likely. Availability bias explains why we are always 
“fighting the last war,” or when defense planning 
to counter future threats tends to resemble 
defense planning for the threats we know or 
have already seen—the very trap militaries seek 
to avoid in calling on futurists. However, in the 
case of AI, availability bias can lead to a narrow 
focus on extant systems that employ machine 
learning while novel and more potentially 
disruptive applications are disregarded. 
Moreover, when planners are presented with 
multiple scenarios from futurists, availability 
bias can lead to scenarios being rejected or 
accepted based on the extent to which they align 
with preconceptions: “A highly plausible scenario 
is one that fits prior knowledge well.”9
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The use of scenarios can, similarly, “prime” the 
imagination and make the predicted outcomes 
feel or appear more likely than those not predicted 
or outside the scope of the scenario.10 This is 
known as confirmation bias—when individuals 
develop strongly held prior causal beliefs about 
a scenario or future state of the world, potential 
future events are judged to be more likely or 
more important if they resemble or conform 
to these preexisting beliefs.11 Thus, exploring 
a given scenario runs the risk of encouraging 
complacency about the greater likelihood of that 
outcome.

Affect and Prospect

The use of scenarios for AI-driven security 
threats is also likely to be associated with 
fear and other strong emotional affects, which 
can cause “probability neglect.”12 Actors tend 
to conflate vulnerability (possibility) with risk 
(probability) when confronted with scenarios 
that evoke a subjective feeling of fear.13 Thus 
the “affect heuristic” can allow highly fear-
inducing scenarios to short-circuit rational 
processes.14 These scenarios are likely to lead 
to hypervigilance around those events—and 
avoidance at all costs. 

Prospect theory describes how people value the 
good or bad prospects, or outcomes, of different 
scenarios. Individuals tend to overweigh the value 
of potential losses relative to potential gains, 
making the losses all the more unacceptable, 
regardless of the probability associated with 
them.15 As a result, individuals’ fear of “the bad” 
tends to override their positive anticipation 
of “the good,” independent of the presence of 
any heuristics. This can affect a policymaker’s 
response to highly charged scenarios, allowing 
the fear of catastrophe to dictate decision-
making processes aimed at avoiding losses—
regardless of their probability.16

Affect heuristics and prospect theory imply 
that AI doomsday scenarios will pose a unique 
challenge to planners. Such scenarios typically 

include rhetoric and imagery that invoke 
intense emotions of fear, dread, and anxiety, 
and therefore crowd out other scenarios. These 
negative emotions can “dominate decision-
making behavior, including the assessment of 
prospects and choice of alternatives.”17

Representativeness

Representativeness is a cognitive bias that 
results in an increased propensity to assume that 
a single event under consideration resembles 
an existing, known category of events. For 
possibilistic thinking, this bias can result in 
associating particular outcomes with higher 
probability. The problem that representativeness 
poses for the use of futurethink, which tries 
to avoid this problem by producing scenarios 
consisting of multiple events, stems from the 
complexity of the scenarios posited, either in 
the way discrete events are linked or the level of 
detail presented. 

People tend to judge multiple events to be more 
likely if their sequential unfolding fits more closely 
with the observers’ preestablished worldview 
and experiences (representativeness). This 
leads to the conjunction fallacy, whereby people 
erroneously think that a scenario with a greater 
number of conditions (requiring A+B rather than 
just A to occur) is more likely to occur than one 
with fewer conditions.18 The more detailed and 
vivid futurethink AI scenarios are—which is to 
say, the more events they contain—the more 
likely they will seem to be.

As representativeness and other heuristics 
illustrate, even when probability information is 
available, humans tend to struggle with engaging 
in cost-benefit analysis in an unbiased way. 
Indeed, we struggle at every stage of the risk 
calculation process, both in accurately describing 
the likelihood of events and identifying and 
quantifying potential gains and losses. By and 
large, humans tend to have a limited ability to 
intuitively estimate the probabilities or impacts of 
different risks. Indeed, individuals are remarkably 



5

poor at understanding, ascribing, and interpreting 
the likely occurrence and impact of a given risk. 
Under conditions of uncertainty, when probability 
estimates required to make predictions about 
the future are missing, policymakers turn to 
futurethink to try to avoid these pathologies. 

THE POTENTIAL OF 
POSSIBILISM
Futurethink requires shifting to what the 
sociologist Lee Clarke calls possibilistic thinking, 
focusing on impacts instead of probabilities.19 
Embracing uncertainty and accepting that 
probabilities are not estimable avoids 
simplification, the use of heuristics for probability 
estimation, and a lack of imagination. It can raise 
awareness of the severity of the impacts of some 
scenarios as well as the conditions under which 
they are likely to emerge, even if the probability 
of those conditions is difficult or impossible to 
estimate.

This mode of thinking is thus appropriate for 
events whose probabilities are thought to be 
low (and thus are disregarded) or are unknown 
(that is, conditions of uncertainty). Possibilistic 
scenarios are commonly explored through 
simulations, worst-case scenario planning, war-
gaming, and science fiction narratives. The best 
possibilistic approaches produce generalizable 
lessons, even if the scenarios themselves are 
largely fictional. For example, the 2001 Dark 
Winter smallpox exercise demonstrated gaps 
in policymakers’ understanding of biological 
weapons attacks, the limited number of policy 
responses available, a lack of surge capacity 
in medical facilities, state-federal conflicts in 
policymaking, and the need to engage civilians 
as participants in the response, not just as 
victims of the disease.20

Thinking “catastrophically” about AI in the way 
that possibilism requires—or conjuring crisis 
scenarios that play out in the future—is now in 
high demand. Interdisciplinary centers at major 

research universities, such as Oxford’s Future 
of Humanity Institute or the Center for Study of 
Existential Risk at the University of Cambridge, 
have recently focused on the risks posed by AI. 
Likewise, both technical institutes, such as the 
Machine Intelligence Research Institute, and 
more general purpose research organizations, 
such as the think tank New America, are engaging 
in AI futurism.21

Scenario Solutions?

The current vogue for futurethink emerged from 
an awareness of our own biases and, specifically, 
a tendency to assume the future will look like 
the past. Thinking systematically and actively 
about fictional scenarios is inherently superior 
to unconsciously letting well-known scenarios 
shape our assessments of those trajectories. 
Without creative thinking we cannot predict 
or counter future threats that exist outside the 
framework of linear extrapolations from current 
threats, although such creativity does need to 
be grounded in expert knowledge of current and 
past technological developments. Futurethink 
can also provide guides for intelligence or 
filters for overwhelming amounts of data. In the 
realm of AI, this is particularly true, as the rate 
of technological progress and potential impacts 
are difficult to determine. The problem is made 
worse by the unpredictability of the co-evolution 
of AI’s underlying hardware and software. 
“Futuristic” possibilistic scenarios can offer a 
kind of baseline from which to predict and hedge 
against negative outcomes.

This is not all that can be gained from scenario-
based planning. Scenarios tend to have four 
major advantages: limiting bounded rationality, 
considering endogenous and exogenous 
variables, reducing stickiness, and revealing 
the premises of mental models.22 Likewise, 
multiscenario exploratory analysis can help 
explore the “maximum scenario space” by 
combining traditional scenario planning with 
computer modeling and formal game theory 
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to reduce the cognitive issues associated 
with worst-case-scenario planning. These 
approaches can help decision-makers through 
effective presentation of “stories” (scenarios) 
in conjunction with more formal assessments.23 
This combination of scenarios, modeling, and 
game theory to aid in planning is used across 
most U.S. federally funded research and 
development centers and university affiliated 
research centers, as well as by other government 
contractors, such as SAIC (Science Applications 
International Corporation).

However, while processes exist to deal with 
estimating the impacts and likelihood of known 
scenarios, methods for generating unknown 
possible states of the world in a way that leads 
to policy-relevant applications are sorely lacking. 
As Richard Danzig puts it, “The propagation 
of scenarios, however sophisticated, broad-
ranging, or insightful, does not obviate the need 
for strategies for coping with uncertainty.”24 
Selecting which future scenarios are most 
applicable for policy can be difficult: In a world 
with an infinite number of future trajectories, 
how do we select for the most important ones?

The Counterfactual Future

Since the future is a counterfactual—a description 
of an alternative, plausible reality—we can use 
guidelines developed for counterfactual thinking. 
Ideally, counterfactuals represent a “minimal 
rewrite of history” and offer alternative “possible 
worlds” predicated on existing capabilities.25 The 
first guideline can be adapted for futurethink 
as a “minimal rewrite of the future,” or the need 
to avoid heroic assumptions about or major 
disruptions affecting technological (and other) 
trajectories. AI predictions that would violate 
this guideline include, for example, predictions 
that require violations of Moore’s Law; near-
term breakthroughs in the scale of quantum 
computing; assumptions that humankind will 
soon hit the “singularity;” or machine learning 
approaches or datasets that either don’t exist 

or would be impossible to gather.26 Futurethink 
about the security threats associated with AI is 
like the unwavering faith some still have in the 
efficacy of national missile defense: there are so 
many leaps of faith required for AI futurethink 
scenarios to function that it has become a 
satirical pastime to point out all of the errors.27

The second requirement regarding “possible 
worlds” stipulates that decisions made must 
be possible in light of real, existing capabilities. 
For AI-driven futurethink, “possible worlds” 
can be interpreted as a guideline that limits 
events to those that are possible, given current 
political and organizational capabilities. For 
example, assumptions about adversaries (and 
ourselves) perfectly and completely adopting 
and implementing AI capabilities are unrealistic, 
given the slow and sometimes abortive process 
of innovation and the complex assemblage 
of hardware and software technologies that 
AI requires.28 Moreover, for the United States 
to deploy any AI-driven capability, we must 
also consider the timeline associated with 
procurement, including testing, evaluation, 
verification, and validation of new systems. 

It is, however, insufficient for scenarios to 
minimally rewrite the future in a way that can 
be identified as a possible world; they must also 
be creative in such a way as to produce lessons 
beyond its narrow scope:

This world must differ from the given in 
at least one way, and this one way must be 
sufficient to give rise to events that could not 
occur in our society. . . . The new idea . . . must 
be truly new (or a new variation on an old one) 
and it must be intellectually stimulating to the 
reader; it must invade his mind and wake it up 
to the possibility of something he had not up 
to then thought of.29

This broad and creative approach can be 
contrasted with the approach frequently taken 
by U.S. government entities ranging from DARPA 
to the Secret Service, spanning the breadth 
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of the Intelligence Community: futurists are 
tasked with exploring specific scenarios, and 
inevitably predictions and outcomes end up 
being biased toward those scenarios. This leads 
to the perception of an increased likelihood for 
those scenarios and hence to overweighting the  
likelihood of those outcomes. Government 
commissions can thus accidentally exacerbate 
anchoring to some scenarios while ignoring 
others.

Fictional Overload

Scenario generation can have significant 
downsides. One of the many risks is the 
tendency to focus on a limited number of exotic 
scenarios at the expense of a larger number of 
more commonplace ones. For example, the AI 
Paperclip Apocalypse—in which an AI created 
with the goal of manufacturing paperclips 
inundates the world with paperclips and ends up 
exterminating humanity in a war over resource 
control—is extraordinarily implausible but 
strikes a darkly humorous chord that crowds 
out more likely dangers, such as creating an AI 
that deliberately seizes power or harms others.30 
Nancy Kanwisher argues that “there is evidence 
that strategic priorities have in the past become 
distorted by overemphasizing the most extreme 
scenarios at the expense of less flashy but more 
likely ones.”31 She points out that 90 percent of 
RAND nuclear war scenarios in 1960 assumed 
a surprise attack on the United States, despite 
the fact that such an attack was a highly unlikely 
scenario. Moreover, argues Kanwisher, worst-
case-scenario planning may actually increase the 
probability of other negative and more plausible 
events. For example, surprise-attack scenarios 
lead to placing nuclear weapons on hair-trigger 
alert and lead to the creation of decision-
making structures geared entirely to speed, 
thus increasing the probability of accidental or 
malicious use.32 Such scenarios “retool” the threat 
detection bureaucracy and apparatus to become 
attuned to detecting and responding to these 
specific worst-case scenarios. Hypervigilance 

around Iraq’s weapons of mass destruction 
programs due to the “one percent doctrine”—that 
is, if there is a 1 percent chance that a threat is 
real it has to be treated as a certainty—is a tragic 
example of the danger of possibilistic thinking 
taken to its limit.33 We should strive instead to 
distribute attention across a variety of scenarios, 
rather than focusing solely on a known (and 
low-probability) threat that fits into existing 
narratives.

An additional problem with worst-case-scenario 
planning is that scenarios can be influenced 
by prior beliefs regarding the world as well as 
fictional narratives. This influence can occur 
unconsciously or consciously, through the 
deliberate use of science fiction as a predictive 
tool. Indeed, the influence of science fiction on 
policy is already quite significant: by providing 
metaphors and conceptual frameworks for 
analysis and by drawing attention to potentially 
catastrophic outcomes, science fiction risks 
displacing knowledge from other sources.34 
Consumption of films with armed AI is correlated 
with greater opposition to autonomous weapons 
(since all AI is armed AI, and all armed AI is the 
Terminator), and science fiction is used casually 
in discourse to advocate on either side of the 
autonomous weapons debate (“What about 
the Matrix?” “That’s science fiction, we don’t 
need to think about that”).35 News articles on 
autonomous weapons tend to focus on images 
that are either pointlessly humanoid (often 
Terminator-style with glowing red eyes) or wildly 
incorrect (stock photos of drones), although 
some do show realistic prototypes (treaded 
vehicles with mounted cameras and weapons).

Fictional narratives have unconsciously 
shaped assessments of the likelihood of 
numerous strategic threats throughout multiple 
presidencies. President Ronald Reagan’s 
determination to reduce nuclear dangers resulted 
from several cognitive-psychological factors: 
a  Pentagon Single Integrated Operational Plan 
(SIOP) briefing, which is a form of scenario 
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planning, primed him to be sensitive to the risk 
of nuclear war. This sensitivity was enhanced by 
Reagan’s watching The Day After, a film depicting 
a horrific vision of nuclear holocaust. Admittedly, 
he was predisposed to this view: Reagan’s 
interpretation of the Bible led him to believe 
that Armageddon would come in the form of a 
nuclear holocaust.36 As president, Reagan also 
inquired into the security of the U.S. nuclear 
command and control structure after watching 
Wargames, an early cinematic treatment of an 
AI worst-case scenario. Similarly, President Bill 
Clinton increased U.S. investment in biodefense 
after reading The Cobra Event, even though 
the premise of that book was biologically 
implausible.37

Not all of fiction’s influence has been accidental, 
however. Some authors have written fiction at 
policymakers’ requests and with the deliberate 
intention of shaping policy. Tom Clancy was 
interviewed on 9/11 as a terrorism expert 
because he had included an aircraft crashing into 
the Capitol in Debt of Honor. Clancy’s influence 
dates back to Reagan, who read Red Storm Rising 
to prepare for the 1986 Reykjavik summit with 
Mikhail Gorbachev.38 Peter Singer was motivated 
to help the United States prevail in subsequent 
wars driven by weapons of the future when he 
and August Cole wrote Ghost Fleet.39

The turn to new tools and futurism, engaging in 
“possibilistic” instead of “probabilistic” thinking, 
and using scenarios to connect the dots and 
fill in the gaps—in short, using imagination to 
preempt what would otherwise be unforeseeable 
catastrophe—can thus be a valuable approach. 
But it must identify, anticipate, and avoid 
pathologies that lead to risk distortion and 
incomplete decision-making procedures. The 
absence of probability estimates alone cannot 
prevent decision-makers from anchoring on 
certain scenarios, treating some alternatives as 
more likely than others, or distorting the weighing 
of impacts.

CONCLUSION: 
INTEGRATING THINKING, 
AVOIDING BIAS
Both probabilistic and possibilistic thinking can 
be useful for generating and evaluating scenarios. 
Policymakers and futurists can minimize potential 
pitfalls if, together, they select and elaborate on 
posited scenarios consciously and deliberately, 
rather driving scenarios through implicit 
narratives or heuristics. Probabilistic approaches 
are valuable if policymakers can avoid . . . 

 • implicitly or explicitly rounding off 
probabilities. 

 • substituting heuristics for knowledge. 

 • limiting search to known outcomes.

Futurists can aid in ameliorating some of these 
pitfalls by taking possibilistic approaches, but 
these come with their own disadvantages. To 
avoid them, possibilistic thinking must engage 
with scenarios in such a way that:

 •  the deviations from reality are close 
enough to allow for generalizable lessons. 

 • additional scenarios, and more 
commonplace ones, are considered rather 
than just a few exotic ones. 

 •  metaphors, narratives, and ideas from 
science fiction are engaged with explicitly. 

 •  imported ideas from fiction are embedded 
in specific scenarios.

Policymakers must be vigilant: under any 
approach, scenario consideration can suffer 
from a number of psychological biases. Whether 
decision-makers are likely to fall victim to 
irrationality in the use of scenarios is determined 
by their preexisting mental state (including bias 
from fear or other preexisting attitudes) and the 
degree of uncertainty about the event. Defense 
planners can make the best use of scenarios by 
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effectively soliciting, considering, or adjudicating 
them, as well as by appropriately weighting a 
proportional response. To wit, policymakers and 
defense planners must avoid . . . 

 • anchoring on a single scenario, probability, 
or impact estimate. 

 • taking for granted existing beliefs and 
knowledge about available solutions. 

 • being swayed by scenarios that have 
significant affective elements.

 • assuming that individual scenarios are 
“representative” examples.

Beyond these biases, policymakers must ensure 
that scenarios are being created by experts with 
sufficient knowledge of the subject area. They 
must also keep track of existing threats, either 
those occurring in isolation or in combination 
with generated scenarios. Ideally, the futurists at 
hand have enough expertise in AI to effectively 
“connect the dots” where non-experts cannot. 
Even AI experts can make overly precise (and 
very inaccurate) predictions; Eliezer Yudkowsky 

of the Machine Intelligence Research Institute 
used his own work as an example, admitting that 
at one point he predicted a 90 percent chance 
of AI on par with human capabilities being 
developed between 2005 and 2025, with a peak 
in 2018: “This statement now seems to me like 
complete gibberish. Why did I ever think I could 
generate a tight probability distribution over a 
problem like that? Where did I even get those 
numbers in the first place?40 

Because we can’t figure out everything from 
scratch each day—unknown unknowns are 
infinite—we turn to futurists. In doing so, we 
must avoid both under- and overcorrecting prior 
decision-making errors. Policymakers must 
engage in futurethink through carefully targeted 
efforts to commission a diverse set of scenarios, 
then systematically interpret and analyze the 
results. For their part, futurists should ground 
mechanisms and events in established theories 
and experiences, draw on expert knowledge, and 
engage in careful counterfactual reasoning while 
avoiding heroic assumptions about adversary 
characteristics and response capabilities.
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