
IN PARTNERSHIP WITH:

APRIL 2020

“AI WEAPONS” IN CHINESE  
MILITARY INNOVATION

ELSA B. KANIA

EXECUTIVE SUMMARY
As the Chinese People’s Liberation Army (PLA) seeks 
to become a “world-class military,” its progress in 
advanced weapons systems continues to provoke 
intense concern from its neighbors and competitors.1 
The Chinese military and China’s defense industry 
have been pursuing significant investments in 
robotics, swarming, and other applications of artificial 
intelligence (AI) and machine learning (ML).2 Thus far, 
advances in weapons systems described or advertised 
as “autonomous” (自主) or “intelligentized” (智能化) 
have built upon existing strengths in the research 
and development of unmanned (无人)3 systems and 
missile technology.4 While difficult to evaluate the 
sophistication of these emerging capabilities,5 this 
initial analysis concentrates on indicators of progress 
in weapons systems that may possess a range of 
levels of autonomy.6 

This paper reviews advances in the Chinese military 
and defense industry to date, evaluates the potential 
implications of Chinese approaches to arms 
control and governance, assesses potential future 
developments, and then considers the strategic 
implications, as well as policy options for the United 
States and likeminded democracies. Based on 
publicly available information, the PLA’s trajectory 
in the development and potential employment of 
AI/ML-enabled and autonomous weapons systems 
remains uncertain. The maturity of these capabilities 
— as well as if, when, and to what extent weapons 
systems with greater levels of autonomy have been 

fielded — cannot be assessed with high confidence 
at this point. However, as technological competition 
emerges as an ever more prominent element of 
great power rivalry, it is clear the Chinese military and 
defense industry have undertaken active initiatives 
in research, development, and experimentation. Yet 
China’s progress will remain contingent upon the 
capacity to operationalize emerging weapons systems, 
which will require overcoming current technological 
and organizational challenges in testing, training, and 
concepts of operations.7 

Chinese advances in autonomy and AI-enabled 
weapons systems could impact the military balance, 
while potentially  exacerbating threats to global security 
and strategic stability as great power rivalry intensifies.8 
In striving to achieve a technological advantage, the 
Chinese military could rush to deploy weapons systems 
that are unsafe, untested, or unreliable under actual 
operational conditions. The PLA’s strategic choices 
about which capabilities could prove advantageous will 
influence the direction of Chinese military innovation. 
It is encouraging that Chinese military scientists and 
researchers are starting to debate and engage with 
safety issues and technical concerns, as well as legal 
and ethical considerations.9 Nonetheless, People’s 
Republic of China (PRC) arms sales to potential 
adversaries to the United States, and to militaries with 
little regard for the law of war, threaten U.S. values and 
interests, while accelerating the proliferation of these 
capabilities to non-state actors. Going forward, the 
United States should monitor these trends and pursue 
measures to mitigate such risks.
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INTRODUCTION 
Advances in autonomy and AI-enabled weapons 
systems promise to increase the speed, reach, precision, 
and lethality of future operations.10 Today, militaries 
worldwide, including in the United States and Russia,11 
are exploring and pursuing these capabilities.12 
Current definitions of autonomy and understanding 
of the characteristics of “lethal autonomous weapons 
systems” (LAWS) vary greatly.13 The use of AI/ML 
techniques, while not required to achieve autonomy, 
can enable these capabilities.14 In an era of high-tech 
warfare, the boundary between a “smart weapon” 
capable of great precision and a weapons system 
considered partly or fully autonomous can be complex 
and contested.15 No consensus exists on how to 
manage issues of law, ethics, and arms control that 
arise with the development of such capabilities, other 
than emergent agreement that existing elements of 
international law do apply, including the law of armed 
conflict (LOAC).16 Beyond this, the major militaries 
remain unwilling to accept any serious constraints on 
development due to the potential for future operational 
advantage.17 

CURRENT CHINESE MILITARY 
CAPABILITIES
Chinese military initiatives in AI are motivated by 
an acute awareness of global trends in military 
technology and operations;18 concerns about falling 
behind the U.S. military, which is perceived and often 
characterized as the “powerful adversary” (强敌);19 and 
recognition of potential opportunities inherent in this 
military and technological transformation.20 “China’s 
military security is confronted by risks from technology 
surprise and a growing technological generation 
gap,” according to the official white paper on “China’s 
National Defense in the New Era,” released in July 
2019.21 “Intelligent(ized) warfare is on the horizon,” 
the assessment finds, and the ongoing “Revolution in 
Military Affairs” will change the very mechanisms for 
victory in future warfare.22 Chinese military scientists 
and strategists, including from such authoritative 
institutions as the PLA’s Academy of Military Science, 
National Defense University, and National University 
of Defense Technology, envision AI and intelligent 
weapons playing an increasingly important if not 

decisive role in future warfare. They closely examine 
antecedents in U.S. strategy and capabilities to inform 
their own assessments.23 

The PLA’s quest for innovation is an element of 
the Chinese national strategy to leverage science 
and technology in pursuit of great power status.24 
In the process, the Chinese military is developing 
more traditional and emerging capabilities, while 
concentrating on asymmetric approaches against the 
U.S. military. President Xi Jinping has emphasized, 
“under a situation of increasingly fierce international 
military competition, only the innovators win.”25 
Moreover, on the importance of “aiming at the 
frontier of global military scientific and technological 
developments,” he urged: “We must attach great 
importance to the development of strategic frontier 
technologies, striving to surpass the predecessor as 
latecomers, turning sharply to surpass.”26 

As early as 2011, the PLA’s official dictionary included 
a definition of an “AI weapon” (人工智能武器), 
characterized as “a weapon that utilizes AI to pursue, 
distinguish, and destroy enemy targets automatically; 
often composed of information collection and 
management systems, knowledge base systems, 
decision assistance systems, mission implementation 
systems, etc.”27 Similarly, Chinese military strategists 
and scientists tend to discuss “AI weapons” or 
“intelligentized weapons” (智能化武器) more often 
than “autonomous weapons” (自主武器) in academic 
and technical writings.28 This terminological difference 
is subtle but potentially significant, implying a focus 
on the “smartness” or “intelligence” of weapons 
systems in selecting and engaging targets.29 For 
instance, techniques for adaptive or autonomous 
control can leverage a range of algorithms, including 
neural networks. Even as the function of certain 
weapons systems becomes “unmanned” (无人化) and 
to some degree automatic (自动化), greater degrees 
of autonomy or “intelligence” in function can remain 
elusive. 

While Chinese leaders have prioritized advances in AI 
as an important direction for military modernization, 
China’s Central Military Commission has yet to release 
any policy or official strategy that formally clarifies 
such plans and priorities. However, in July 2017, the 
New Generation Artificial Intelligence Development 
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Plan called for China to “strengthen the use of 
AI in military applications that include command 
decisionmaking, military deductions,30 and defense 
equipment.”31 In the fall of 2017, Xi, in his address to 
the 19th Party Congress of the Chinese Communist 
Party (CCP), urged, “accelerate the development of 
military intelligentization, and improve joint operations 
capabilities and all-domain combat capabilities based 
on network information systems.”32 His remarks 
provided authoritative guidance to pursue military 
applications of AI that could be integrated across the 
whole system for future operations.33 This emerging 
emphasis on “military intelligentization” (军事智能化),  
or the “development of an intelligent military,”34 
extends beyond AI-enabled systems and autonomy 
to include the development of weapons systems 
leveraging adaptive control or involving autonomy in 
various aspects of their operation.35 

The PLA is actively pursuing AI-enabled systems 
and autonomous capabilities in its military 
modernization.36 Across services and for all domains 
of warfare, it has fielded a growing number of robotic 
and unmanned systems, as well as advanced missiles 
with precision guidance, some of which may possess 
at least limited degrees of autonomy. For instance, 
the PLA Army (PLAA) has concentrated on military 
robotics and unmanned ground vehicles, which 
could be used for logistics.37 The PLA Navy (PLAN) is 
experimenting with unmanned surface vessels that 
may operate with some autonomy and is reportedly 
developing autonomous submarines.38 The PLA Air 
Force (PLAAF) operates advanced unmanned systems 
with limited autonomy that could be upgraded to 
include greater autonomy, while exploring options for 
manned-unmanned teaming.39 The PLA Rocket Force 
(PLARF) may leverage use cases in remote sensing, 
targeting, and decision support,40 and its missiles 
may be augmented to become more “intelligentized” 
in their capabilities, incorporating higher levels of 
automation to facilitate operations.41 There are 
indications that the PLA Strategic Support Force 
(PLASSF) could apply advances in AI to its missions of 
space, cyber, electronic, and psychological warfare.42 
PLA capabilities and advancements very likely extend 
well beyond what is known and knowable from open 
sources. 

The Chinese defense industry can build upon 
its apparent strengths in armed drones and 
advanced missiles to introduce greater autonomy 
into operations.43 In particular, certain advanced 
unmanned aerial vehicles could be modified to operate 
with greater autonomy instead of under remote 
control.44 Currently, China leads in export of medium-
altitude long endurance unmanned aerial vehicles 
(UAVs).45 PRC UAVs, such as the Wing Loong platform, 
from the Aviation Industry Corporation of China (AVIC), 
and the CH-4, developed by China Aerospace Science 
and Technology Corporation (CASC), are actively 
marketed for export.46 In fact, CASC has even opened 
factories for the CH-4 platform in Pakistan, Myanmar, 
and Saudi Arabia.47 This prominent ranking in arms 
sales reflects the relative affordability of Chinese 
drones over American ones, and that the Chinese 
defense industry has been less constrained in selling 
to militaries to which their U.S. counterparts have 
been unable or unwilling to sell.48 Within the PLAAF, 
the GJ-1 and its successor GJ-2 are used for integrated 
reconnaissance and precision strike, including in 
support of joint operations.49 According to the systems’ 
designer, the GJ-1 is “highly intelligent” and capable of 
landing autonomously when it encounters unexpected 
conditions.50 

Yet an inherent challenge of evaluating progress and 
capabilities is that the level of autonomy, relative 
to possibility of remote control, cannot be readily 
assessed by appearance alone. Moreover, as China 
strives to close the gap with the United States, its 
efforts are complicated by persistent bottlenecks in 
its indigenous defense industrial capabilities.51 While 
cyber theft and industrial espionage enabled by a 
range of techniques of tech transfer have enabled and 
accelerated Chinese military modernization, persistent 
obstacles and bottlenecks remain,  including 
shortfalls in the technical workforce and engineering 
experience.52 Chinese leaders are cognizant of critical 
weaknesses, such as the semiconductors, particularly 
specialized developments in AI chips, necessary 
to enable and deploy AI/ML systems, and actively 
investing to overcome them. 
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“While there is currently no direct 
evidence that the PLA has formally 
fielded a weapons system fully 
consistent with the definition of ‘AI 
weapon,’ a number of systems are 
analogous or comparable in their 
functionality.

While there is currently no direct evidence that the PLA 
has formally fielded a weapons system fully consistent 
with the definition of “AI weapon,” a number of systems 
are analogous or comparable in their functionality. The 
Chinese defense industry’s attempts to make cruise 
and ballistic missiles more “intelligent” build upon 
work on automatic target recognition that predates 
the recent concern with autonomous weapons.53 
The Chinese military has reportedly converted older 
models of tanks to operate via remote control or with 
some degree of autonomy.54 There are also reports that 
variants of aircraft have been modified to be operated 
via remote control or potentially autonomously, 
perhaps to overwhelm air defenses in a potential 
invasion scenario against Taiwan.55 The PLAN has 
tested and operated a range of undersea gliders and 
unmanned underwater vehicle (UUVs) for scientific or 
military missions,56 including the HN-1 glider used in 
exercises in the South China Sea in 2018.57 Often, 
limited technical information is available, rendering 
the disclosure of capabilities and signaling — including 
the potential for misdirection or disinformation — 
important to evaluate carefully.58

FUTURE TRENDS IN RESEARCH 
AND DEVELOPMENT
These advances in PLA capabilities are taking shape 
through the efforts of Chinese military research 
institutes, the Chinese defense industry, and the 
emerging ecosystem of commercial enterprises 
supporting military-civil fusion.59 For instance, the 
Key Laboratory of Precision Guidance and Automatic 
Target Recognition at the PLA’s National University of 
Defense Technology researches a range of automatic 

target recognition techniques. The available technical 
literature also points to interest in applying neural 
networks to the guidance of hypersonic glide vehicles, 
enabling adaptive control and greater autonomy.60 For 
new directions in research, the Tianjin Binhai Artificial 
Intelligence Military-Civil Fusion Center was established 
in partnership with the PLA’s Academy of Military 
Science, and pursues developments in autonomy and 
the capacity for coordination of unmanned systems, 
such as in undersea drones.61 

Future Chinese aerospace capabilities will be enabled 
and enhanced by research currently underway within 
the major state-owned defense conglomerates. 
Starting in 2015, the China Aerospace Science and 
Industry Corporation (CASIC) 3rd Academy 35th 
Research Institute began pursuing breakthroughs 
in core technologies including target detection and 
recognition techniques based on deep learning and 
deep neural network compression, and smart sensors, 
combining data from multiple radars.62 Notably, 
in 2016, this CASIC team organized an innovation 
competition for “AI-Based Radar Target Classification 
and Recognition,”63 the Chinese defense industry’s 
first major event of this kind; it involved companies and 
universities with AI research proficiency applying that 
expertise to finding intelligent processing solutions 
for targeting.64 According to a senior missile designer 
from CASIC, “our future cruise missiles will have a very 
high level of AI and autonomy,” such that commanders 
will be able “to control them in a real-time manner, 
or to use a fire-and-forget mode, or even to add 
more tasks to in-flight missiles.”65 Future missiles 
might have increasingly sophisticated capabilities 
in sensing, decisionmaking, and implementation — 
even potentially gaining a degree of “cognition” and 
continual learning capability.66 Significantly, the PLA’s 
development of hypersonic weapons systems has 
also incorporated advances in techniques for greater 
autonomy and adaptive control.67 

Chinese naval capabilities may be augmented by 
advances in military robotics and autonomy. During a 
September 2018 defense exhibition, a subsidiary of 
the China Shipbuilding Industry Corporation revealed 
“JARI,” a multi-purpose unmanned surface vessel  
reportedly designed for use by the PLAN and also 
intended for export as a warship.68 CSIC has also 
displayed the “Sea Iguana” (or Marine Lizard, 海蜥蜴),  
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an unmanned surface vehicle (USV) that could be 
leveraged in support of future amphibious operations.69 
Reportedly, the PLAN and Chinese defense industry 
are also developing AI-enabled submarines to advance 
Chinese capabilities in undersea warfare,70 through 
a classified military program disclosed in English-
language reporting, the 912 Project.71 While fully 
autonomous submarines appear to remain a long-
term objective, the introduction of AI/ML techniques 
for target detection and decision support — including 
to improve acoustic signal processing — could prove 
more feasible in the meantime.72 Beyond state-owned 
defense conglomerates, a growing number of new 
contenders are pursuing advances in unmanned and 
autonomous weapons systems, from companies, such 
as Yunzhou Tech, to leading universities, including the 
Beijing Institute of Technology.73 

PRC ARMS SALES AND 
APPROACHES TO GLOBAL 
GOVERNANCE 
Increasingly, U.S. officials express concerns about 
Chinese development and potential proliferation of 
unmanned systems and the capabilities for autonomy. 
In November 2019, U.S. Secretary of Defense Mark 
Esper warned that Chinese weapons manufacturers 
were selling drones to the Middle East “advertised 
as capable of full autonomy, including the ability to 
conduct targeted strikes.”74 While not specifying which 
weapons systems provoked concern, it appears he 
may have had in mind a weapons system produced 
by the Chinese company Ziyan.75 Only a month before, 
the Chinese delegation to the UN General Assembly 
Thematic Discussion on Conventional Arms Control 
argued, “China believes it is necessary to reach an 
international legally-binding instrument on fully-
autonomous lethal weapons in order to prevent 
automated killing by machines.”76 Yet like other major 
powers, China does not seem eager to tie its own 
hands when it comes to the research, development, 
and potential deployment of autonomous weapons 
systems.77 

This was not the first time China’s diplomatic 
proclamations have contradicted its apparent 
intentions or activities around autonomous weapons 
systems. During the April 2018 session of the UN 

Group of Governmental Experts (GGE) on Lethal 
Autonomous Weapons Systems (LAWS), the Chinese 
delegation articulated an intention to ban “the use of 
fully autonomous lethal weapons systems.”78 However, 
the definition the Chinese delegation provided was 
convoluted enough to exclude the types of weapons 
systems most militaries, including the PLA, are actually 
developing.79 This very restrictive definition includes 
the following characteristics: (1) lethality, (2) autonomy, 
defined as “the absence of human intervention and 
control during the entire process of executing a task,” 
(3) “impossibility of termination” once the device is set 
in motion, (4) “indiscriminate effect,” “regardless of 
conditions, scenarios and targets,” and (5) “evolution,” 
such that “the device can learn autonomously through 
interaction with the environment, expanding its 
functions and capabilities in a way exceeding human 
expectations.”80

This definition of autonomy is perplexing yet revealing, 
given that no militaries appear interested in pursuing 
weapons systems that entirely remove the possibility 
of termination by a human operator.81 Moreover, the 
phrasing “indiscriminate effect” implies the capability 
as defined would inherently violate the requirement 
of distinction from the law of armed conflict. Finally, 
the notion of “evolution” seems to envision online 
machine learning that is ongoing in the operational 
environment,82 which could introduce vulnerabilities 
and challenges, including the potential for exploitation 
by adversaries attempting to manipulate that process 
of learning.83 The Chinese delegation to the UN GGE 
on LAWS has not further clarified its position. By 
claiming to support a weapons systems ban with these 
extreme characteristics, the Chinese government 
appeared to be positioning itself in support of the 
ban movement,84 while still continuing to pursue a 
broad array of autonomous weapons systems. China’s 
approach to international law can be characterized 
by “legal warfare” (法律战), seeking to exploit legal 
mechanisms to constrain and delegitimize adversaries, 
while circumventing legal constraints itself.85 The PRC 
position on these issues may evolve, given China’s 
attempts to become more actively involved in shaping 
global governance of AI, from technical standards to 
debates on law, norms, and ethics.86  
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China’s ambiguous definition of autonomous weapons 
systems also poses a potential challenge to arms 
control. The U.S. Department of Defense Directive 
3000.09 regulates the development and use of 
autonomous and semi-autonomous functions in 
weapons systems, and defines autonomous weapons 
systems as those that “once activated, can select 
and engage targets without further intervention by a 
human operator.”87 The Chinese military, conversely, 
has no known parallel to DOD Directive 3000.09, and 
employs various definitions of autonomous weapons, 
AI weapons, or what the Chinese military has called 
“intelligentized” weapons. In some cases, Chinese 
military and defense researchers reference the concept 
of “levels of intelligence” (智能等级) when discussing 
the “intelligent capabilities” of a specific system.88 
Different concepts and terminology between the 
U.S. and PRC — for instance, the divergence between 
Chinese notions of human-machine collaboration  
(人机协同) and human-machine integration (人机融合),89 
and the American emphasis on human-machine 
teaming90 — will merit clarification.91

IMPLICATIONS FOR GLOBAL 
SECURITY AND STABILITY
The advent of AI/ML systems and greater autonomy in 
defense will impact deterrence and future warfighting 
among great powers. This military-technological 
competition could present new threats to strategic 
stability, which Chinese military officers and strategists 
are starting to recognize and debate.92 Given the 
emphasis of Chinese military leaders on pursuing 
innovation to catch up with and surpass more powerful 
militaries, namely that of the United States, there are 
reasons for concern the Chinese military may fail to 
dedicate adequate attention to issues of safety and 
testing in the process. The advent of greater autonomy 
in weapons systems introduces added complexity, and 
complex systems tend to be more prone to failures and 
accidents, particularly in contested environments.93 
The PLA has not yet released any public policies 
or official statements that describe its practices 
for testing.94 However, at least a limited number of 
Chinese experts and military scientists are starting 
to dedicate more attention to risks associated with 
the development and use of autonomous weapons 
systems.95  

“The Chinese military lacks 
contemporary operational 
experience, and its insufficient 
firsthand knowledge of the “fog 
of war’ may result in mistakes or 
unrealistic expectations about the 
prospects for technology on the 
battlefield.

The Chinese military lacks contemporary operational 
experience, and its insufficient firsthand knowledge of 
the “fog of war’ may result in mistakes or unrealistic 
expectations about the prospects for technology on 
the battlefield. For instance, Chinese assessments of 
American intentions and capabilities tend to be relatively 
exaggerated. The PLA does have a history of and 
experience with the testing and verification of weapons 
systems, including at several bases dedicated to these 
activities.96 Yet a significant difference exists between 
testing and training compared to the unpredictability of 
accidents or unintended engagements that can occur 
on the battlefield.97 The PLA appears to be relatively 
pragmatic about issues of safety and reliability with 
new technologies. However, a risk remains that it 
might be more likely to make mistakes given its lack of 
operational experience, for which realistic training and 
advanced simulations can only partially compensate.98

 Absent official policy or guidance from Chinese military 
leaders, it is difficult to anticipate how the PLA will 
approach issues of human control over autonomous 
systems, particularly as these capabilities progress 
and evolve. Historically, Chinese leaders have prized 
centralized, consolidated control over the military. They 
may therefore be generally disinclined to relinquish 
control to individual humans, let alone machines, 
fearing loss of the Party’s “absolute command.”99 
At the same time, Chinese military scholars and 
scientists appear to be relatively pragmatic in how 
they approach and discuss the nuances of having 
a human in, on, or out of the loop. Given technical 
constraints and uncertainties, there are reasons to 
expect in the near term that the Chinese military will 
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keep humans “in the loop” or at least “on the loop,” 
but it is harder to anticipate whether the PLA or any 
military will maintain that position if conditions and 
technical considerations change.100 However, to date, 
discussion of meaningful human control appears to 
be less established in Chinese writings than in U.S. 
debates on these topics.101 

There is no clear evidence indicating that the Chinese 
military is more inclined to pursue autonomy and/
or automation in a manner that removes humans 
from decisionmaking relative to other militaries. In 
the near term, human involvement in command and 
control appears to be deemed necessary for technical 
reasons, and the Chinese military is actively exploring 
concepts that leverage synergies between human 
and artificial intelligence, such as that of “human-
machine” intelligent integration (人机智能融合).102  
In the future, operational expediency concerns 
could supersede safety if having a human in the 
loop became a liability, as greater involvement of AI 
systems in command decisionmaking is considered 
potentially advantageous.103 Yet at the level of strategic 
decisionmaking, including for decisions that involve 
the employment of nuclear weapons,104 it is all but 
certain that one human will remain “in the loop,” for 
the foreseeable future: Xi Jinping. 

While the debate over lethal autonomous weapons 
systems raises complex legal and ethical issues, such 
concerns about the impact of advances in autonomy 
are less prevalent or prominent in Chinese military 
discourse and writing to date. The PLA lacks the U.S. 
military’s overseas operational experience and its 
institutionalized architecture of legal expertise to apply 
the law of war in actual operations. Nonetheless, as 
the PLA looks to expand global operations and takes 
on new missions defending overseas interests, its 
attention to these concerns has necessarily increased. 
At present, the Chinese military lacks a specialty 
or career trajectory directly analogous to the U.S. 
military’s Judge Advocate General’s Corps.105 However, 
certain Chinese military officers with legal expertise 
have advocated for a more direct incorporation of legal 
experts into the chain of command to provide legal 
support for operations and decisionmaking.106 The 
PLA’s Academy of Military Science also organized a 
conference in September 2019 to address the legal 
issues that arise with military applications of AI.107 

The Chinese government has launched a charm 
offensive on AI ethics, including releasing new 
principles that echo debates on “AI for good.”108 
Yet reasons remain to question whether Chinese 
leadership will actually prioritize and institutionalize 
these commitments in ways that create substantive 
constraints.109 China’s stated commitment to ethical AI 
use principles is contradicted by the CCP prioritization 
of AI as an instrument for maintaining social control 
and coercion, enabling crimes against humanity 
in Xinjiang and beyond.110 Certain Chinese military 
scholars have criticized the ethics of the U.S. military’s 
employment of unmanned systems, yet the Chinese 
government may also seek to use U.S. precedent as 
justification for similar PRC actions in the future.111 
Ultimately, the PLA itself is the armed wing of the CCP, 
bound to “obey the Party’s command” and ensure 
regime security.112 A notable nexus can exist between 
security/defense (安防) applications and the leveraging 
of these technologies for military purposes, including 
techniques for monitoring and manipulating public 
opinion with applications in influence operations.113  

The proliferation of AI-enabled and/or autonomous 
weapons systems presents a range of risks to global 
security. China could export this technology to 
potential adversaries or militaries with poor human 
rights records, undermining U.S. values and interests. 
Occasionally, Chinese armed drones have experienced 
problems in their performance, including crashing in 
some cases114 However,  exports may facilitate data and 
metrics gathering for performance improvements.115 
Moreover, the availability of these technologies to non-
state actors could empower terrorist organizations.116 
The Islamic State group has already used Chinese 
drones — manufactured by DJI — for surveillance 
and as improvised explosive devices.117 Beyond 
stalwarts in the arms industry, a growing number of 
new enterprises are entering the field, advertising and 
exporting weapons systems said to possess some level 
of autonomy. To date, over 90% of armed drone sales 
have been by Chinese companies.118 To the extent this 
trend continues, China will also drive the diffusion of 
AI-enabled and autonomous weapons systems. 
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POLICY OPTIONS AND 
RECOMMENDATIONS 
The United States must confront the prospect of long-
term competition, and at worst even the potential for 
conflict, with the People’s Republic of China. At the 
same time, today’s technological transformations 
present new risks of accidents or unintended 
escalation. In response to these challenges, the U.S. 
military and national security policymakers should 
consider the following recommendations:  

•	 Improve intelligence and awareness of Chinese 
military and technological advancements. 
To mitigate the risks of surprise, the United 
States must continue to track and monitor new 
directions in Chinese military modernization. In 
particular, the U.S. intelligence community should 
improve its capacity to leverage open-source 
intelligence (OSINT) techniques and reprioritize 
targeting of collection activities as necessary.119 

◦◦ Expand initiatives for forecasting and 
technological assessments. For instance, 
the revival of institutions like the Office of 
Technology Assessment — and creation of new 
mechanisms to ensure adequate technical 
expertise — is needed to inform intelligence 
analysis and policy decisionmaking.120

◦◦ Scale up efforts to evaluate and translate 
Chinese military writings and technical 
literature. The available materials are 
insufficiently leveraged in U.S. research and 
intelligence relative to the scope and scale 
of Chinese collection and leveraging of open 
source technical materials and policy and 
strategic debates. This information gap can 
result in poor or incomplete understanding 
of trends in China. To this end, the U.S. 
government should scale up and support large-
scale initiatives in translation.   

◦◦ Support language training and immersion. 
Given the demands on expertise121 to meet 
the intellectual challenges of great power 
competition, the U.S. government should 
expand existing initiatives and pipelines for 
training linguists and specialists.

•	 Exercise caution in signaling and disclosure of 
new American capabilities. In some cases, the 
announcement of new U.S. defense innovation 
initiatives, such as the Third Offset Strategy, 
may have triggered a redoubling of Chinese 
efforts to pursue military innovation in emerging 
technologies.122 The Department of Defense 
should consider the potential externalities of 
its messaging regarding new programs and 
capabilities, especially in the areas of AI/ML 
and autonomy, taking care to recognize potential 
counterintelligence considerations.123 At the 
same time, it is important to recognize that 
reports in Chinese state and state-linked media 
may be intended for purposes of misdirection.124 

•	 Actively reaffirm safety, surety, and security 
of U.S. military AI systems. The U.S. military 
should continue to elevate the importance of 
the safety, surety, and security of AI systems.125 
As the character of conflict evolves and 
complexity increases, continued exploration of 
mechanisms for confidence-building and crisis 
management will become all the more critical. 
Hopefully, efforts to integrate discussions about 
safety and reliability of weapons systems with 
varying degrees of automation, autonomy, and 
applications of AI into existing risk reduction 
and communication mechanisms can help 
reduce the prospect of accidents or unintended 
escalation.126 In particular, the United States 
should actively highlight the importance of 
avoiding accidents and ensuring operational 
effectiveness by discussing its own policies and 
approaches to testing and evaluation, while 
promoting best practices.127 

•	 Ensure American leadership in AI ethics. The 
U.S. military should articulate its commitment 
to leverage AI in warfare in ways consistent with 
its values. The existing initiatives, such as the 
Defense Innovation Board’s work on AI ethics,128 
are important measures that are starting to 
be institutionalized.129 At the same time, as 
the Chinese government seeks to increase its 
“discourse power” (话语权), the U.S. government 
should continue to point out inconsistencies 
between China’s apparent position and its actual 
activities on the world stage. 
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•	 Engage with allies and partners to reinforce 
norms for the ethical employment of AI-enabled 
and autonomous systems in future military 
operations. The U.S. military should continue 
to pursue productive conversations with like-
minded democracies in order to establish initial 
consensus on legal and ethical parameters.130 
Such engagements can also extend to sharing 
lessons learned and reaching agreement on 
principles.

•	 Pursue opportunities for pragmatic bilateral 
and multilateral cooperation on issues of AI 
safety and testing of complex systems. While 
these conversations can be challenging, bilateral 
or multilateral dialogues hold real potential 
for setting technical standards for robustness 
and assurance of AI systems used for military 
purposes, including best practices for testing, 
evaluation, verification, and validation.131 Such 
dialogues should also extend to adopting a more 
comprehensive framework to address the range 
of risk factors that could undermine safety and 
sharing information about best practices.132 

•	 Explore the potential for Track 2, Track 1.5, and 
eventually, Track 1 dialogues with defense and 
technical experts, including potential adversaries 
and competitors where feasible.133 These 
mechanisms can convene stakeholders with 
expertise on various elements of these issues to 
facilitate a more open and flexible conversation. 
Such dialogues can generate ideas and policy 
options more creative and unconstrained than 
those available via existing channels. 

•	 Pursue new opportunities for military-to-
military engagement between the United 
States and China. Despite strategic distrust, 
there is a need for and a history of military-
to-military ties between the PLA and the U.S. 
military.134 Such engagements with the PLA 
could signal reassurance, reduce the likelihood 
of misperceptions, and prevent unintended 
escalation.135 The U.S. military can benefit 
from relative transparency about the strategic 
intentions, policies, and practices that inform 
its own approach to AI in military affairs in 
order to mitigate misperceptions. The lack of 
transparency in Chinese military thinking can 

lead to worst-case predictions or expectations 
among American military strategists and defense 
planners. It would behoove Chinese leaders to 
pursue greater transparency about their military 
strategy and intentions in the development of 
these capabilities.136 

•	 Explore options to constrain the diffusion of 
AI-enabled and autonomous weapons to non-
state actors. The proliferation of AI-enabled 
and autonomous weapons to non-state actors 
poses a threat to international stability, including 
the risk of serious accidents.137 While major 
militaries are unlikely to cease their own 
development of these capabilities, their mutual 
interest in limiting the access of non-state actors 
to these systems could be leveraged. Existing 
export control mechanisms could also be 
adapted to address these emerging challenges. 
There may be potential for engagement among 
major arms exporters, including defense industry 
stakeholders, about principles or best practices 
for creating controls against the misuse of these 
capabilities by non-state actors. 

•	 Sustain investments in U.S. defense innovation 
initiatives. The U.S. military should prioritize 
the fundamentals for creating a truly “AI-ready” 
force.138 These necessary measures include 
improved integration across disparate databases, 
continuous modernization of military information 
technology, and construction of the requisite 
infrastructure for AI systems. To meet these 
objectives, the U.S. military needs to recruit, 
retain, and train individuals with the requisite skill 
sets and expertise.139 

CONCLUSION
U.S.-China military competition centers upon the fight 
to innovate in emerging technologies critical to the 
future of warfare. This contest will shape the broader 
strategic competition between the two nations, as 
well as affect global security and stability through 
the potential diffusion of new weapons systems and 
capabilities. China’s future progress in the development 
of autonomous and AI-enabled weapons systems 
must be contextualized by the uncertain trajectory of 
its military modernization. The creation of the requisite 
technologies will also depend upon advances in AI/
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ML research and development across both civilian 
and military applications. The eventual realization of 
such capabilities will depend upon the PLA’s capacity 
to integrate new capabilities into existing concepts 
of operations and create new theories of victory that 
recognize the ongoing changes in the character of 

conflict.140 Chinese military advances in weapons 
systems autonomy could constitute an important 
component of the PLA’s emergence as a world-class 
military aspiring to achieve an advantage in future 
warfare.



11

REFERENCES
1  For further context on the notion of the PLA as a world-class military, see: M. Taylor Fravel, “Testimony before 
the U.S.-China Economic and Security Review Commission —Hearing on “A ‘World-Class’ Military: Assessing 
China’s Global Military Ambitions,” U.S.-China Economic and Security Review Commission, June 20, 2019, 
https://www.uscc.gov/sites/default/files/Fravel_USCC%20Testimony_FINAL.pdf.  

2  For the author’s prior research and writing on the topic, see, for instance: Elsa B. Kania, “Chinese Military 
Innovation in Artificial Intelligence: Hearing of the U.S.-China Economic and Security Review Commission, June 
7, 2019, https://www.cnas.org/publications/congressional-testimony/chinese-military-innovation-in-artificial-
intelligence. 

3  Although the term “uninhabited” is generally preferable to “unmanned” as a more accurate characterization, 
the Chinese terminology is literally ‘un-(hu)manned’ (无人), which is the phrasing that this paper chooses to 
use. Certain unmanned systems that can be optionally operated as remotely controlled or autonomous. See, 
for instance: “天下谁人能识“机” [Who in the world can know the “machine”], PLA Daily, April 7, 2017, http://
www.81.cn/jfjbmap/content/2017-04/07/content_174361.htm. 

4  Zheng Yufu, “武器装备机械化、信息化、智能化怎么融” [How to integrate mechanization, informatization, 
and intelligentization of weapons and equipment], PLA Daily, October 10, 2019, https://web.archive.org/
web/20200215014553/http://www.xinhuanet.com/mil/2019-10/10/c_1210306210.htm. 

5  For the purposes of this paper, the basic working definition involves adaptive control and automation to 
support various elements of the targeting process, as well as efforts to leverage AI /ML techniques to enhance 
precision in guidance and targeting. 

6  From a technical perspective, “autonomy” can be enabled by many different techniques and is not 
necessarily synonymous with the use of AI/ML. The writings of Chinese military officers and technical literature 
of prominent scientists are not always precise about these distinctions. 

7  Zhang Jie, Zhang Chi, and Zhao Xinghua, “军事人才培养与战争形态演进”[Military personnel cultivation and 
the evolution of patterns of warfare], 光明日报 [Guangming Daily], December 21, 2019, https://web.archive.
org/web/20200215012903/https://news.gmw.cn/2019-12/21/content_33419288.htm. 

8  For an early and insightful academic perspective on the topic, see Michael C. Horowitz, “Artificial Intelligence, 
International Competition, and the Balance of Power,” Texas National Security Review 1, no. 3 (May 2018), 
https://tnsr.org/2018/05/artificial-intelligence-international-competition-and-the-balance-of-power/. However, 
there are also reasons to be skeptical about the actual impact that AI may have on the future balance of 
power, which will depend upon the progress in overcoming issues of safety and reliability that arise in its 
operationalization.

9  See, for instance: Liang Jie, “智能化作战法律问题漫谈”[Discussing the Legal Issues of Intelligentized 
Operations], 光明日报 [Guangming Daily], July 20, 2019, https://web.archive.org/web/20200215011803/
http://news.gmw.cn/2019-07/20/content_33013497.htm. 

10  See, for instance, research that is forthcoming from Dr. Margarita Konaev at the Center for Security and 
Emerging Technology at Georgetown University, which will explore these issues in greater detail. 

11  See, for comparison: Margarita Konaev and Samuel Bendett, “Russian AI-Enabled Combat: Coming to a City 
Near You?” War on the Rocks, July 31, 2019, https://warontherocks.com/2019/07/russian-ai-enabled-combat-
coming-to-a-city-near-you/. See also: Samuel Bendett, “The Development of Artificial Intelligence in Russia,” in 
AI, China, Russia, and the Global Order: Technological, Political, Global, and Creative Perspectives, (Boston: NSI, 
January 2019), https://nsiteam.com/ai-china-russia-and-the-global-order-technological-political-global-and-
creative-perspectives/. 

https://www.uscc.gov/sites/default/files/Fravel_USCC%20Testimony_FINAL.pdf
https://www.cnas.org/publications/congressional-testimony/chinese-military-innovation-in-artificial-intelligence
https://www.cnas.org/publications/congressional-testimony/chinese-military-innovation-in-artificial-intelligence
http://www.81.cn/jfjbmap/content/2017-04/07/content_174361.htm
http://www.81.cn/jfjbmap/content/2017-04/07/content_174361.htm
https://web.archive.org/web/20200215014553/http://www.xinhuanet.com/mil/2019-10/10/c_1210306210.htm
https://web.archive.org/web/20200215014553/http://www.xinhuanet.com/mil/2019-10/10/c_1210306210.htm
https://web.archive.org/web/20200215012903/https://news.gmw.cn/2019-12/21/content_33419288.htm
https://web.archive.org/web/20200215012903/https://news.gmw.cn/2019-12/21/content_33419288.htm
https://tnsr.org/2018/05/artificial-intelligence-international-competition-and-the-balance-of-power/
https://web.archive.org/web/20200215011803/http://news.gmw.cn/2019-07/20/content_33013497.htm
https://web.archive.org/web/20200215011803/http://news.gmw.cn/2019-07/20/content_33013497.htm
https://warontherocks.com/2019/07/russian-ai-enabled-combat-coming-to-a-city-near-you/
https://warontherocks.com/2019/07/russian-ai-enabled-combat-coming-to-a-city-near-you/
https://nsiteam.com/ai-china-russia-and-the-global-order-technological-political-global-and-creative-perspectives/
https://nsiteam.com/ai-china-russia-and-the-global-order-technological-political-global-and-creative-perspectives/


12

12  See, for instance: Michael C. Horowitz, Gregory C. Allen, Elsa B. Kania, and Paul Scharre, “Strategic 
competition in an era of artificial intelligence,” (Washington, DC: Center for a New American Security, July 25, 
2018), https://www.cnas.org/publications/reports/strategic-competition-in-an-era-of-artificial-intelligence. 

13  For reference, see that of the U.S. military in this position paper: “Characteristics of Lethal Autonomous 
Weapons Systems: Submitted by the United States of America,” United Nations, November 10, 2017, https://
www.unog.ch/80256EDD006B8954/(httpAssets)/A4466587B0DABE6CC12581D400660157/$file/2017_
GGEonLAWS_WP7_USA.pdf. An estimated 154 or more weapons systems already exist around the world that 
incorporate some degree of autonomy. Thanks to Margarita Konaev for sharing her insights on this point, and 
see her forthcoming research on policy and strategic concerns for reference. See also: Vincent Boulanin and 
Maaike Verbruggen, “Mapping the Development of Autonomy in Unmanned Systems,” (Stockholm: Stockholm 
International Peace Research Institute, November 2017), 24, 26, https://www.sipri.org/sites/default/
files/2017-11/siprireport_mapping_the_development_of_autonomy_in_weapon_systems_1117_1.pdf. 

14  Thank you so much to Lindsey Sheppard for highlighting the importance of this distinction. 

15  See, for context: Paul G. Gillespie, Weapons of Choice: The Development of Precision Guided Munitions 
(Tuscaloosa: The University of Alabama Press, 2006).

16  For American legal academic perspective on the topic, see for instance: Marco Sassoli, “Autonomous 
weapons and international humanitarian law: Advantages, open technical questions and legal issues to be 
clarified,” International Law Studies/Naval War College 90 (2014): 308-340, https://digital-commons.usnwc.
edu/cgi/viewcontent.cgi?article=1017&context=ils; Kenneth Anderson and Matthew C. Waxman. “Law and 
ethics for autonomous weapons systems: Why a ban won’t work and how the laws of war can,” (SSRN, April 14, 
2013), https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2250126. 

17  However, the U.S. Department of Defense has created and is starting to institutionalize ethical principles 
that will guide the use of AI in defense. See Patrick Tucker, “Pentagon to Adopt Detailed Principles for Using AI,” 
Defense One, February 18, 2020, https://www.defenseone.com/technology/2020/02/pentagon-adopt-detailed-
principles-using-ai/163185/; “AI Principles: Recommendations on the Ethical Use of Artificial Intelligence by the 
Department of Defense,” Defense Innovation Board, https://media.defense.gov/2019/Oct/31/2002204459/-
1/-1/0/DIB_AI_PRINCIPLES_SUPPORTING_DOCUMENT.PDF. 

18  “习近平:准确把握世界军事发展新趋势 与时俱进大力推进军事创新” [Xi Jinping: Accurately Grasp the New 
Trend in Global Military Developments and Keep Pace with the Times, Forcefully Advancing Military Innovation], 
Xinhua, August 30, 2014, http://news.xinhuanet.com/politics/2014-08/30/c_1112294869.htm. 

19  Zheng Lianjie, “战斗力发展”弯道超车”，需要何种方略” [What strategies are needed for the development 
of combat effectiveness “overtaking around the curve”], China Military Network, January 19, 2017,  http://www.
xinhuanet.com/mil/2017-01/19/c_129453510.htm. 

20  Not unlike the U.S. military, the PLA’s interest in AI is not a recent phenomenon, and can be traced back to 
the mid-1980s to projects that involved robotics, intelligent computing, and applying expert systems to military 
operations research. These early antecedents are beyond the scope of this paper.

21  “China’s National Defense in the New Era,” Xinhua, July 24, 2019, http://www.xinhuanet.com/
english/2019-07/24/c_138253389.htm. 

22  Ibid.

23  See, for instance: Zhu Feng, Hu Xiaofeng, Wu Lin, He Xiaoyuan, and Guo Shengming, “Inspiration for 
battlefield situation cognition from AI military programs launched by DARPA of USA and development of AI 
technology,” in Theory, Methodology, Tools and Applications for Modeling and Simulation of Complex Systems, 
eds. Zhang Lin, Song Xiao, and Wu Yunjie (Singapore: Springer, 2016), 566-577. 

https://www.cnas.org/publications/reports/strategic-competition-in-an-era-of-artificial-intelligence
https://www.unog.ch/80256EDD006B8954/(httpAssets)/A4466587B0DABE6CC12581D400660157/$file/2017_GGEonLAWS_WP7_USA.pdf
https://www.unog.ch/80256EDD006B8954/(httpAssets)/A4466587B0DABE6CC12581D400660157/$file/2017_GGEonLAWS_WP7_USA.pdf
https://www.unog.ch/80256EDD006B8954/(httpAssets)/A4466587B0DABE6CC12581D400660157/$file/2017_GGEonLAWS_WP7_USA.pdf
https://www.sipri.org/sites/default/files/2017-11/siprireport_mapping_the_development_of_autonomy_in_weapon_systems_1117_1.pdf
https://www.sipri.org/sites/default/files/2017-11/siprireport_mapping_the_development_of_autonomy_in_weapon_systems_1117_1.pdf
https://digital-commons.usnwc.edu/cgi/viewcontent.cgi?article=1017&context=ils
https://digital-commons.usnwc.edu/cgi/viewcontent.cgi?article=1017&context=ils
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2250126
https://www.defenseone.com/technology/2020/02/pentagon-adopt-detailed-principles-using-ai/163185/
https://www.defenseone.com/technology/2020/02/pentagon-adopt-detailed-principles-using-ai/163185/
https://media.defense.gov/2019/Oct/31/2002204459/-1/-1/0/DIB_AI_PRINCIPLES_SUPPORTING_DOCUMENT.PDF
https://media.defense.gov/2019/Oct/31/2002204459/-1/-1/0/DIB_AI_PRINCIPLES_SUPPORTING_DOCUMENT.PDF
http://news.xinhuanet.com/politics/2014-08/30/c_1112294869.htm
http://www.xinhuanet.com/mil/2017-01/19/c_129453510.htm
http://www.xinhuanet.com/mil/2017-01/19/c_129453510.htm
http://www.xinhuanet.com/english/2019-07/24/c_138253389.htm
http://www.xinhuanet.com/english/2019-07/24/c_138253389.htm


13

24  For instance, the national strategy for innovation-driven development: See the official strategy released 
on innovation-driven development, “中共中央 国务院印发《国家创新驱动发展战略纲要” [The CCP Central 
Commission and State Council Release the National Innovation-Driven Development Strategy Outline], Xinhua, 
May 19, 2016, http://news.xinhuanet.com/politics/2016-05/19/c_1118898033.htm. See also Xi Jinping’s 
remarks on this approach in the context of military modernization: “习近平：全面实施创新驱动发展战略 推动
国防和军队建设实现新跨越” [Xi Jinping: Comprehensively Advance an Innovation-Driven Development Strategy, 
Promote New Leaps in National Defense and Military Construction], Xinhua, March 13, 2016, http://news.
xinhuanet.com/politics/2016lh/2016-03/13/c_1118316426.htm. 

25  See, for instance Xi Jinping’s remarks as quoted in this article: “科技创新，迈向世界一流军队的强大引擎” 
[S&T innovation, a powerful engine for the world-class military], Xinhua, September 15, 2017, http://www.gov.
cn/xinwen/2017-09/15/content_5225216.htm. 

26  Ibid.

27  全军军事术语管理委员会 [All-Military Military Terminology Management Committee], 中国人民解放军军语 
[People’s Liberation Army Military Terminology], (Beijing: 军事科学出版社 [Military Science Press], 2011).

28  By contrast, references to autonomous weapons are more prominent in Chinese writings on the global 
debate on LAWS. See, for instance: “主武器：技术与伦理的边缘” [Autonomous weapons: the edge of 
technology and ethics自], 中国科学报 [China Science Report], April 20, 2018, http://news.sciencenet.cn/
htmlnews/2018/4/409772.shtm.  

29  Yin Junsong, Li Minghai, Li Shijiang, and Gao Kaize, “积极应对战争形态智能化挑战”[Actively addressing 
the challenges of the intelligentization of the form of warfare], PLA Daily, February 6, 2020, http://www.mod.gov.
cn/education/2020-02/06/content_4859784.htm. 

30  This term (bingqi tuiyan, 兵棋推演) is used usually in reference to Chinese military wargaming and 
simulations.

31  “国务院关于印发新一代人工智能发展规划的通知” [State Council Notice on the Issuance of the New 
Generation AI Development Plan], State Council, People’s Republic of China, August 20, 2017, http://www.gov.
cn/zhengce/content/2017-07/20/content_5211996.htm. 

32  “习近平在中国共产党第十九次全国代表大会上的报告” [Xi Jinping’s Report at the Chinese Communist 
Party 19th National Congress], Xinhua, October 27, 2017, http://www.china.com.cn/19da/2017-10/27/
content_41805113_3.htm. 

33  “专家：军事智能化绝不仅仅是人工智能” [Experts: Military Intelligentization Is Not Merely Artificial 
Intelligence], People’s Daily, December 6, 2017, http://military.people.com.cn/n1/2017/1206/c1011-
29689750.html. 

34  This latter translation is from the official English translation of China’s national defense white paper, but the 
former is the more literal and consistent rendering of the phrase.

35  Elsa B. Kania, “Chinese Military Innovation in Artificial Intelligence.” 

36  Of course, many of the AI systems in question are not weapons systems per se, but this paper is scoped to 
concentrate primarily on weapons systems. 

37  “陆军对照十九大要求完善陆军“十三五”装备建设规划” [Army to improve the Army’s ‘13th Five-Year’ 
Equipment Construction Plan in accordance with the requirements of the 19th Party Congress], People’s Daily 
Network, January 9, 2018, https://xw.qq.com/cmsid/20180109C04CYW/20180109C04CYW00. See also: 

http://news.xinhuanet.com/politics/2016-05/19/c_1118898033.htm
http://news.xinhuanet.com/politics/2016lh/2016-03/13/c_1118316426.htm
http://news.xinhuanet.com/politics/2016lh/2016-03/13/c_1118316426.htm
http://www.gov.cn/xinwen/2017-09/15/content_5225216.htm
http://www.gov.cn/xinwen/2017-09/15/content_5225216.htm
http://news.sciencenet.cn/htmlnews/2018/4/409772.shtm
http://news.sciencenet.cn/htmlnews/2018/4/409772.shtm
http://www.mod.gov.cn/education/2020-02/06/content_4859784.htm
http://www.mod.gov.cn/education/2020-02/06/content_4859784.htm
http://www.gov.cn/zhengce/content/2017-07/20/content_5211996.htm
http://www.gov.cn/zhengce/content/2017-07/20/content_5211996.htm
http://www.china.com.cn/19da/2017-10/27/content_41805113_3.htm
http://www.china.com.cn/19da/2017-10/27/content_41805113_3.htm
http://military.people.com.cn/n1/2017/1206/c1011-29689750.html
http://military.people.com.cn/n1/2017/1206/c1011-29689750.html
https://xw.qq.com/cmsid/20180109C04CYW/20180109C04CYW00


14

“陆军加快推动无人化智能化运用发展” [Army accelerates the development of unmanned [systems and] 
intelligentization], PLA Daily, August 5, 2019, http://www.xinhuanet.com/mil/2019-08/05/c_1210228994.
htm; “陆军举办无人化智能化建设运用论坛” [PLA Army hosts unmanned intelligent construction application 
forum], PLA Daily, August 5, 2019, http://www.81.cn/lj/2019-08/05/content_9578823.htm. 

38  “中国首个实海况智能船艇竞赛在上海交大” [China’s First Real Sea State Intelligent Boat Competition 
Convened at Shanghai Jiaotong University], Shanghai Jiaotong University, October 14, 2019,  https://news.sjtu.
edu.cn/jdyw/20191014/112627.html. 

39  “访“翼龙”总设计师：平时工兵战时尖兵” [Interview with Chief Designer of Pterosaur: Peacetime 
Engineers and the Wartime Vanguard], Xinhua, April 14, 2017, http://news.xinhuanet.com/politics/2017-
04/14/c_1120807914_2.htm. 

40  On relevant research from PLARF scientists, see, for instance: “证据推理与人工智能高峰论坛宣传册” 
[Evidential Reasoning and Artificial Intelligence Summit Forum], Tencent Cloud, December 26, 2017, https://
new.qq.com/omn/20171226/20171226G0DFLD.html.   

41  “火箭军导弹武器装备信息化程度大幅提升” [The Rocket Force’s missile weaponry and equipment has 
greatly improved the degree of informatization], PLA Daily, February 8, 2020, http://www.xinhuanet.com/2020-
02/08/c_1210465719.htm. 

42  For related research, see: “顶级科研院所齐聚“眼神杯”，探索AI+遥感影像科研应用新风向” [Top 
research institutes gather for the ‘Eye Cup,’ exploring new trends in AI+ remote sensing image research and 
applications”], 36 kr, June 5, 2018, https://xw.qq.com/cmsid/20180605A0B3AL/20180605A0B3AL00. 
For context on the potential of AI in cyber security, see: “一只章鱼改变了网络安全游戏规则”[An octopus has 
changed the rules of the cyber security game], 科技日报 [S&T Daily], May 28, 2019, http://www.cac.gov.
cn/2019-05/28/c_1124549858.htm. 

43  Thank you to Margarita Konaev for discussion and assistance on this point, and see her forthcoming 
research on policy concerns for the U.S. military. At present, three Chinese companies, the Aviation Industry 
Corporation of China (AVIC), China North Industries Group Corporation Ltd. (NORINCO), and China Electronics 
Technology Group (CETC), are ranked among the top 10 largest arms-producing and military services companies 
globally. See: Nan Tian and Fei Su, “Estimating the arms sales of Chinese companies,” (Stockholm: Stockholm 
International Peace Research Institute, January 2020), https://www.sipri.org/sites/default/files/2020-01/
sipriinsight2002_1.pdf.  

44  On the trajectory of UAV developments at one prominent research institution, see: “北航无人机六十年” 
[Sixty years of Beihang’s UAVs], Beihang UAS Technology Co. Ltd., April 29, 2019, http://www.buaauas.com/
news/dynic/159.html. 

45  See “SIPRI Arms Transfers Database,” Stockholm International Peace Research Institute, https://www.
sipri.org/databases/armstransfers. Notably, 60% of medium-altitude long-endurance (MALE) platforms have 
weapons capabilities; of these, 96% include precision and anti-armor strikes. Thanks to Margarita Konaev 
for highlighting this point. See also: Norine MacDonald and George Howell, “Killing Me Softly: Competition in 
Artificial Intelligence and Unmanned Aerial Vehicles,” PRISM 8, no.3 (2020): 103-126, https://ndupress.ndu.
edu/Portals/68/Documents/prism/prism_8-3/prism_8-3_MacDonald-Howell_102-126.pdf. 

46   For a recent example, see Sophia Yan, “China sells armed drones to Serbia amid concerns arms deal could 
destabilise region,” The Telegraph, December 2019, https://www.telegraph.co.uk/news/2019/09/11/china-
sells-armed-drones-serbia-amid-concerns-arms-deal-could/. 

47  Minnie Chan, “Chinese drone factory in Saudi Arabia first in Middle East,” South China Morning Post, March 
26, 2017, https://www.scmp.com/news/china/diplomacy-defence/article/2081869/chinese-drone-factory-
saudi-arabia-first-middle-east. 

http://www.xinhuanet.com/mil/2019-08/05/c_1210228994.htm
http://www.xinhuanet.com/mil/2019-08/05/c_1210228994.htm
http://www.81.cn/lj/2019-08/05/content_9578823.htm
https://news.sjtu.edu.cn/jdyw/20191014/112627.html
https://news.sjtu.edu.cn/jdyw/20191014/112627.html
http://news.xinhuanet.com/politics/2017-04/14/c_1120807914_2.htm
http://news.xinhuanet.com/politics/2017-04/14/c_1120807914_2.htm
https://new.qq.com/omn/20171226/20171226G0DFLD.html
https://new.qq.com/omn/20171226/20171226G0DFLD.html
http://www.xinhuanet.com/2020-02/08/c_1210465719.htm
http://www.xinhuanet.com/2020-02/08/c_1210465719.htm
https://xw.qq.com/cmsid/20180605A0B3AL/20180605A0B3AL00
http://www.cac.gov.cn/2019-05/28/c_1124549858.htm
http://www.cac.gov.cn/2019-05/28/c_1124549858.htm
https://www.sipri.org/sites/default/files/2020-01/sipriinsight2002_1.pdf
https://www.sipri.org/sites/default/files/2020-01/sipriinsight2002_1.pdf
http://www.buaauas.com/news/dynic/159.html
http://www.buaauas.com/news/dynic/159.html
https://www.sipri.org/databases/armstransfers
https://www.sipri.org/databases/armstransfers
https://ndupress.ndu.edu/Portals/68/Documents/prism/prism_8-3/prism_8-3_MacDonald-Howell_102-126.pdf
https://ndupress.ndu.edu/Portals/68/Documents/prism/prism_8-3/prism_8-3_MacDonald-Howell_102-126.pdf
https://www.telegraph.co.uk/news/2019/09/11/china-sells-armed-drones-serbia-amid-concerns-arms-deal-could/
https://www.telegraph.co.uk/news/2019/09/11/china-sells-armed-drones-serbia-amid-concerns-arms-deal-could/
https://www.scmp.com/news/china/diplomacy-defence/article/2081869/chinese-drone-factory-saudi-arabia-first-middle-east
https://www.scmp.com/news/china/diplomacy-defence/article/2081869/chinese-drone-factory-saudi-arabia-first-middle-east


15

48  Elisa Catalano Ewers, Lauren Fish, Michael C. Horowitz, Alexandra Sander, and Paul Scharre, “Drone 
Proliferation: Policy Choices for the Trump Administration,” (Washington, DC: Center for a New American 
Security, June 2017), http://drones.cnas.org/reports/drone-proliferation/. See also Daniel Cebul, “Strict export 
regulations may be costing US industry billions in foreign sales,” Defense News, June 18, 2018, https://www.
defensenews.com/newsletters/unmanned-systems/2018/06/18/strict-export-regulations-may-be-costing-us-
industry-billions-in-foreign-sales/. 

49  “等你来战！空军第二届“无人争锋”挑战赛赛事发布” [Waiting for you to fight! The Air Force’s Second 
‘Unmanned Warrior’ Challenge Event Released], Air Force News, November 7, 2019, http://kj.81.cn/
content/2019-11/07/content_9670776.htm. 

50  “访“翼龙”总设计师：平时工兵战时尖兵” [Interview with Chief Designer of Pterosaur: Peacetime Engineers 
Wartime Soldiers], Xinhua, April 14, 2017, http://news.xinhuanet.com/politics/2017-04/14/c_1120807914_2.
htm; “翼龙Ⅱ无人机首露真容” [Pterodactyl II drone first revealed], Science Times, September 30, 2017, http://
news.sciencenet.cn/htmlnews/2017/9/390010.shtm; “翼龙”无人机是如何制造的？听听总设计师怎么说” 
[How is the ‘Pterosaur’ drone made? Listen to how the Chief Designer speaks], Southern Network, November 
11, 2019, http://kb.southcn.com/content/2019-11/11/content_189485801.htm. For initial developments 
in Chinese military research institutes and the Chinese defense industry on this front, see: “人的使命在于
追求完美” [The Human Mission is to Pursue Perfection”], Xidian University, https://mobile.xidian.edu.cn/
info/1439/31879.htm.  

51  For more extensive assessment of the Chinese defense industry, see: Peter Wood and Robert Steward, 
“China’s Aviation Industry: Lumbering Forward,” (Montgomery, AL: China Aerospace Studies Institute, August 
2019), https://www.airuniversity.af.edu/Portals/10/CASI/Books/Lumbering_Forward_Aviation_Industry_
Web_2019-08-02.pdf?ver=2019-08-05-102041-830.  

52  Andrea Gilli and Mauro Gilli, “Why China Has Not Caught Up Yet: Military-Technological Superiority and 
the Limits of Imitation, Reverse Engineering, and Cyber Espionage,” International Security 43, no. 3 (Winter 
2018/19): 141-189, https://www.mitpressjournals.org/doi/full/10.1162/isec_a_00337. 

53  For initial developments in Chinese military research institutes and the Chinese defense industry on this 
front, see: “人的使命在于追求完美” [The Human Mission is to Pursue Perfection], Xidian University.

54  Jeffrey Lin and P.W. Singer, “China is converting old Soviet tanks into autonomous vehicles,” Popular 
Science, June 8, 2018, https://www.popsci.com/robot-tanks-china/; “59坦克焕发第二春？中国无人坦克亮
相备受关注” [59 tanks glow for the second spring? Chinese unmanned tank debut attracts much attention], 
Global Times, March 20, 2018, https://mil.huanqiu.com/article/9CaKrnK6ZRn; “中国陆军已列装无人战
车”[The Chinese Army has fielded unmanned combat vehicles that can be operated remotely by a 99A tank], 
Sina, August 20, 2019, https://mil.news.sina.com.cn/jssd/2019-08-20/doc-ihytcitn0494109.shtml. 

55  Stanley Cheung and Lilian Wu, “Unmanned J-6 fighter jets put on Fujian air base,” Focus Taiwan, January 7, 
2013, http://focustaiwan.tw/news/aipl/201301070015.aspx; “数千架歼6战机被改无人机?” [Thousands of 
J-6 fighters Changed into Drones?], Sina, December 28, 2017, http://mil.news.sina.com.cn/jssd/2016-12-09/
doc-ifxypipt0654560.shtml; John Reed, “Meet China’s new-old killer drones,” Foreign Policy, January 8, 2013, 
http://foreignpolicy.com/2013/01/08/meet-chinas-new-old-killer-drones/. 

56  For context on another glider, see: “科院自主研发“海翼号”水下滑翔机正式亮相” [Chinese Academy of 
Sciences’ Independently-Developed “Sea Wing” Glider Officially Unveiled], Xinhua, November 19, 2016, http://
www.xinhuanet.com//tech/2016-11/19/c_1119946415.htm. 

57  “美媒炒作中国“机器鱼”威胁 渲染中美海底竞争”[US media speculates on ‘robot fish’ threatening undersea 
competition between China and the United States], People’s Daily, July 17, 2018, http://military.people.com.cn/
n1/2018/0717/c1011-30152078.html. 

http://drones.cnas.org/reports/drone-proliferation/
https://www.defensenews.com/newsletters/unmanned-systems/2018/06/18/strict-export-regulations-may-be-costing-us-industry-billions-in-foreign-sales/
https://www.defensenews.com/newsletters/unmanned-systems/2018/06/18/strict-export-regulations-may-be-costing-us-industry-billions-in-foreign-sales/
https://www.defensenews.com/newsletters/unmanned-systems/2018/06/18/strict-export-regulations-may-be-costing-us-industry-billions-in-foreign-sales/
http://kj.81.cn/content/2019-11/07/content_9670776.htm
http://kj.81.cn/content/2019-11/07/content_9670776.htm
http://news.xinhuanet.com/politics/2017-04/14/c_1120807914_2.htm
http://news.xinhuanet.com/politics/2017-04/14/c_1120807914_2.htm
http://news.sciencenet.cn/htmlnews/2017/9/390010.shtm
http://news.sciencenet.cn/htmlnews/2017/9/390010.shtm
http://kb.southcn.com/content/2019-11/11/content_189485801.htm
https://mobile.xidian.edu.cn/info/1439/31879.htm
https://mobile.xidian.edu.cn/info/1439/31879.htm
https://www.airuniversity.af.edu/Portals/10/CASI/Books/Lumbering_Forward_Aviation_Industry_Web_2019-08-02.pdf?ver=2019-08-05-102041-830
https://www.airuniversity.af.edu/Portals/10/CASI/Books/Lumbering_Forward_Aviation_Industry_Web_2019-08-02.pdf?ver=2019-08-05-102041-830
https://www.mitpressjournals.org/doi/full/10.1162/isec_a_00337
https://www.popsci.com/robot-tanks-china/
https://mil.huanqiu.com/article/9CaKrnK6ZRn
https://mil.news.sina.com.cn/jssd/2019-08-20/doc-ihytcitn0494109.shtml
http://focustaiwan.tw/news/aipl/201301070015.aspx
http://mil.news.sina.com.cn/jssd/2016-12-09/doc-ifxypipt0654560.shtml
http://mil.news.sina.com.cn/jssd/2016-12-09/doc-ifxypipt0654560.shtml
http://foreignpolicy.com/2013/01/08/meet-chinas-new-old-killer-drones/
http://www.xinhuanet.com//tech/2016-11/19/c_1119946415.htm
http://www.xinhuanet.com//tech/2016-11/19/c_1119946415.htm
http://military.people.com.cn/n1/2018/0717/c1011-30152078.html
http://military.people.com.cn/n1/2018/0717/c1011-30152078.html


16

58  For relevant academic literature on these considerations, see: Brendan Rittenhouse Green and Austin Long, 
“Conceal or Reveal? Managing Clandestine Military Capabilities in Peacetime Competition,” International Security 44, 
no. 3 (2020): 48-83, https://www.mitpressjournals.org/doi/abs/10.1162/isec_a_00367; Evan Braden Montgomery, 
“Signals of strength: Capability demonstrations and perceptions of military power,” Journal of Strategic Studies 43, no. 
2 (2020): 309-330, https://www.tandfonline.com/doi/abs/10.1080/01402390.2019.1626724?journalCode=fjss20. 

59  For reference on military-civil fusion, see: “习近平谈军民融合：关乎国家安全和发展全局” [Xi Jinping’s remarks 
on military-civil fusion: regarding the whole outlook for national security and development], Qiushi, October 16, 2018, 
http://www.qstheory.cn/zhuanqu/rdjj/2018-10/16/c_1123565364.htm; Jin Zhuanglong, “开创新时代军民融合深度
发展新局面” [Opening an era of innovation in the deepening development of military-civil fusion a new era of in-depth 
development of military-civilian integration in a new situation], 求是 [Seeking Truth], July 16, 2018, https://web.archive.
org/save/http://www.xinhuanet.com/politics/2018-07/16/c_1123133733.htm. The author is the deputy director of 
the Office of the Central Committee for the Development of Military-Civil Fusion (中央军民融合发展委员会办公室).

60  For an authoritative assessment, see: Lora Saalman, “China’s Integration of Neural Networks into Hypersonic 
Glide Vehicles,” in AI, China, Russia, and the Global Order: Technological, Political, Global, and Creative Perspectives, 
(Boston: NSI, January 2019), https://nsiteam.com/ai-china-russia-and-the-global-order-technological-political-global-
and-creative-perspectives/.

61   See, for instance: “天津人工智能军民融合创新中心项目签约仪式在开发区举行” [The Tianjin Artificial 
Intelligence Military-Civil Fusion Innovation Innovation Center project signing ceremony was convened in the 
development zone], Tianjin Economic-Technological Development Area, February 11, 2018, https://teda.gov.cn/
contents/3976/4407.html.  See also: “深之蓝与天津（滨海）人工智能军民融合创新中心签订战略合作协
议” [Deep Blue Signs Strategic Cooperation Agreement with Tianjin (Binhai) Artificial Intelligence Military-Civil Fusion 
Innovation Center], Tianjin Economic-Technological Development Area, February 22, 2019, http://www.tedaonline.
com/news/memberinfo/2019-02-22/10968.html. 

62  For an interview with the director of the laboratory describing its activities, see: “当导弹遇上人工智能” [When 
the missile encounters artificial intelligence], China Youth Daily, April 23, 2018, http://www.xinhuanet.com/mil/2018-
04/23/c_129856863.htm. 

63  “三年前的航天人已开始“破局”人工智能” [CASIC three years ago started to ’break into’ artificial intelligence], 
CASIC, May 30, 2018, http://old.sasac.gov.cn/n2588025/n2641616/c8942859/content.html. 

64  Ibid.

65  “Nation’s Next Generation of Missiles to be Highly Flexible,” China Daily, August 19, 2016, http://www.chinadaily.
com.cn/china/2016-08/19/content_26530461.htm. That this information appeared in English seems to indicate this 
was intended to reach a Western audience.

66   Ibid.

67  For a more detailed and technical assessment, see Lora Saalman, “China’s Integration of Neural Networks into 
Hypersonic Glide Vehicles.”

68  For instance, see this recent model: “AAD 2018: China’s CSOC Unveils ‘JARI’ Unmanned Surface Combatant—
USV,” Navy Recognition, September 23, 2018, http://www.navyrecognition.com/index.php/news/defence-
news/2018/september-2018-navy-naval-defense-news/6515-aad-2018-china-s-csoc-unveils-jari-unmanned-surface-
combatant-usv.html. 

69  Peter Wood, “Chinese Shipbuilder Launches Amphibious ‘Sea Iguana’ Unmanned Surface Vehicles,” Ashtree 
Analytics, May 22, 2019, https://www.ashtreeanalytics.com/posts/chinese-shipbuilder-launches-amphibious-
sea-iguana-unmanned-surface-vehicle. 

https://www.mitpressjournals.org/doi/abs/10.1162/isec_a_00367
https://www.tandfonline.com/doi/abs/10.1080/01402390.2019.1626724?journalCode=fjss20
http://www.qstheory.cn/zhuanqu/rdjj/2018-10/16/c_1123565364.htm
https://web.archive.org/save/http://www.xinhuanet.com/politics/2018-07/16/c_1123133733.htm
https://web.archive.org/save/http://www.xinhuanet.com/politics/2018-07/16/c_1123133733.htm
https://nsiteam.com/ai-china-russia-and-the-global-order-technological-political-global-and-creative-perspectives/
https://nsiteam.com/ai-china-russia-and-the-global-order-technological-political-global-and-creative-perspectives/
https://teda.gov.cn/contents/3976/4407.html
https://teda.gov.cn/contents/3976/4407.html
http://www.tedaonline.com/news/memberinfo/2019-02-22/10968.html
http://www.tedaonline.com/news/memberinfo/2019-02-22/10968.html
http://www.xinhuanet.com/mil/2018-04/23/c_129856863.htm
http://www.xinhuanet.com/mil/2018-04/23/c_129856863.htm
http://old.sasac.gov.cn/n2588025/n2641616/c8942859/content.html
http://www.chinadaily.com.cn/china/2016-08/19/content_26530461.htm
http://www.chinadaily.com.cn/china/2016-08/19/content_26530461.htm
http://www.navyrecognition.com/index.php/news/defence-news/2018/september-2018-navy-naval-defense-news/6515-aad-2018-china-s-csoc-unveils-jari-unmanned-surface-combatant-usv.html
http://www.navyrecognition.com/index.php/news/defence-news/2018/september-2018-navy-naval-defense-news/6515-aad-2018-china-s-csoc-unveils-jari-unmanned-surface-combatant-usv.html
http://www.navyrecognition.com/index.php/news/defence-news/2018/september-2018-navy-naval-defense-news/6515-aad-2018-china-s-csoc-unveils-jari-unmanned-surface-combatant-usv.html
https://www.ashtreeanalytics.com/posts/chinese-shipbuilder-launches-amphibious-sea-iguana-unmanned-surface-vehicle
https://www.ashtreeanalytics.com/posts/chinese-shipbuilder-launches-amphibious-sea-iguana-unmanned-surface-vehicle


17

70  For context, see Huang Bo, Chang Jinda, Ding Hao, and Liu Qijun, “UUV 与潜艇协同作战模式及关键技术
研究” [Study on Modes of Cooperative Operations and Key Technologies for UUVs and Submarines], 应用科
技 [Applied Science and Technology] 46, no. 4 (2019): 48-52, http://gb.oversea.cnki.net/KCMS/detail/detail.
aspx?filename=YYKJ201904010&dbcode=CJFD&dbname=CJFDTEMP. 

71   Stephen Chen, “China military develops robotic submarines to launch a new era of sea power,” South China 
Morning Post, July 22, 2018, https://www.scmp.com/news/china/society/article/2156361/china-developing-
unmanned-ai-submarines-launch-new-era-sea-power. 

72  For context on the technical research, see: Su Ningyuan, Chen Xiaolong, and Chen Baoxin, “雷达海上目
标双通道卷积神经网络特征融合智能检测方法” [A Radar Maritime Target Dual Channel Convolutional Neural 
Network Feature Fusion Intelligent Detection Method], 现代雷达 [Modern Radar] 10 (2019): 9; see prior 
analysis on the topic: Elsa Kania, “Chinese Sub Commanders May Get AI Help for Decision-Making,” Defense 
One, February 12, 2018, https://www.defenseone.com/ideas/2018/02/chinese-sub-commanders-may-get-ai-
help-decision-making/145906/.  

73  The Beijing Institute of Technology has established an “intelligent weapons experimental class,” recruiting 
an initial class of 31 highly talented students, who have been selected to pursue degrees and innovative 
research under the mentorship of senior weapons scientists. See: “北理工“AI武器系统”课程开班：挑选了
27名男生和4名女生” [BIT’s “AI Weapons Systems” course begins: 27 male students and 4 female students 
selected], Security Reference, November 9, 2018, https://www.secrss.com/articles/6314. For media reporting 
on the topic, see Stephen Chen, “China’s Brightest Children are Being Recruited to Develop AI ‘Killer Bots,’” 
South China Morning Post, November 8, 2018, https://www.scmp.com/news/china/science/article/2172141/
chinas-brightest-children-are-being-recruited-develop-ai-killer.

74  Patrick Tucker, “SecDef: China Is Exporting Killer Robots to the Mideast,”  Defense One, November 5, 2019 
https://www.defenseone.com/technology/2019/11/secdef-china-exporting-killer-robots-mideast/161100/.  

75  Beyond its marketing and self-description, these capabilities cannot be confirmed. “参军？你瞧，这家
民企带着无人机来了” [Join the army? You see, this private enterprise is coming with a drone], China Military 
Network, June 23, 2017, http://www.81.cn/jmywyl/2017-06/23/content_7649259.htm; “MAKS 2019: Ziyan 
showcased Blowfish A3 UAV,” Air Recognition, September 3, 2019, https://www.airrecognition.com/index.
php/archive-world-worldwide-news-air-force-aviation-aerospace-air-military-defence-industry/defense-security-
exhibitions-news/air-show-2019/maks-2019-news-coverage-report/5402-maks-2019-ziyan-showcased-
blowfish-a3-uav.html. 

76  “Statement of the Chinese Delegation at the Thematic Discussion on Conventional Arms Control at the 
First Committee of the 74th Session of the UNGA, New York, October 2019,” United Nations, October 25, 2019, 
https://www.un.org/disarmament/wp-content/uploads/2019/11/statement-by-china-conventional-weapons-
english-cw-oct-25-19.pdf.  

77  For instance, the United States, Russia, Israel, and France have rejected the idea of a ban on fully 
autonomous lethal weapons systems. Thanks to Margarita Konaev for discussion and assistance on this point, 
and see her forthcoming research on policy concerns for the U.S. military. Lisa A. Bergstrom, “The United States 
should drop its opposition to a killer robot treaty,” The Bulletin of Atomic Scientists, November 7, 2019, https://
thebulletin.org/2019/11/the-united-states-should-drop-its-opposition-to-a-killer-robot-treaty/.

78  Although the proceedings of the meeting are not available in full, this statement was reported by 
representatives of the Campaign to Stop Killer Robots, which was live-tweeting at the time but confirmed by 
discussing with others in attendance. See Campaign to Stop Killer Robots (@BanKillerRobots), Twitter, April 13, 
2108, https://twitter.com/BanKillerRobots/status/984713419134853120. 

http://gb.oversea.cnki.net/KCMS/detail/detail.aspx?filename=YYKJ201904010&dbcode=CJFD&dbname=CJFDTEMP
http://gb.oversea.cnki.net/KCMS/detail/detail.aspx?filename=YYKJ201904010&dbcode=CJFD&dbname=CJFDTEMP
https://www.scmp.com/news/china/society/article/2156361/china-developing-unmanned-ai-submarines-launch-new-era-sea-power
https://www.scmp.com/news/china/society/article/2156361/china-developing-unmanned-ai-submarines-launch-new-era-sea-power
https://www.defenseone.com/ideas/2018/02/chinese-sub-commanders-may-get-ai-help-decision-making/145906/
https://www.defenseone.com/ideas/2018/02/chinese-sub-commanders-may-get-ai-help-decision-making/145906/
https://www.secrss.com/articles/6314
https://www.scmp.com/news/china/science/article/2172141/chinas-brightest-children-are-being-recruited-develop-ai-killer
https://www.scmp.com/news/china/science/article/2172141/chinas-brightest-children-are-being-recruited-develop-ai-killer
https://www.defenseone.com/technology/2019/11/secdef-china-exporting-killer-robots-mideast/161100/
http://www.81.cn/jmywyl/2017-06/23/content_7649259.htm
https://www.airrecognition.com/index.php/archive-world-worldwide-news-air-force-aviation-aerospace-air-military-defence-industry/defense-security-exhibitions-news/air-show-2019/maks-2019-news-coverage-report/5402-maks-2019-ziyan-showcased-blowfish-a3-uav.html
https://www.airrecognition.com/index.php/archive-world-worldwide-news-air-force-aviation-aerospace-air-military-defence-industry/defense-security-exhibitions-news/air-show-2019/maks-2019-news-coverage-report/5402-maks-2019-ziyan-showcased-blowfish-a3-uav.html
https://www.airrecognition.com/index.php/archive-world-worldwide-news-air-force-aviation-aerospace-air-military-defence-industry/defense-security-exhibitions-news/air-show-2019/maks-2019-news-coverage-report/5402-maks-2019-ziyan-showcased-blowfish-a3-uav.html
https://www.airrecognition.com/index.php/archive-world-worldwide-news-air-force-aviation-aerospace-air-military-defence-industry/defense-security-exhibitions-news/air-show-2019/maks-2019-news-coverage-report/5402-maks-2019-ziyan-showcased-blowfish-a3-uav.html
https://www.un.org/disarmament/wp-content/uploads/2019/11/statement-by-china-conventional-weapons-english-cw-oct-25-19.pdf
https://www.un.org/disarmament/wp-content/uploads/2019/11/statement-by-china-conventional-weapons-english-cw-oct-25-19.pdf
https://thebulletin.org/2019/11/the-united-states-should-drop-its-opposition-to-a-killer-robot-treaty/
https://thebulletin.org/2019/11/the-united-states-should-drop-its-opposition-to-a-killer-robot-treaty/
https://twitter.com/BanKillerRobots/status/984713419134853120


18

79  For an initial analysis on the topic at the time, see: Elsa B. Kania, “China’s Strategic Ambiguity and Shifting 
approach to Lethal Autonomous Weapons Systems,” Lawfare, April 17, 2018, https://www.lawfareblog.com/
chinas-strategic-ambiguity-and-shifting-approach-lethal-autonomous-weapons-systems. 

80  See: “Group of Governmental Experts of the High Contracting Parties to the Convention on Prohibitions 
or Restrictions on the Use of Certain Conventional Weapons Which May Be Deemed to Be Excessively 
Injurious or to Have Indiscriminate Effects — Position Paper Submitted by China,” United Nations, 
CCW/GGE.1/2018/WP.7, April 11, 2018, https://www.unog.ch/80256EDD006B8954/(httpAssets)/
E42AE83BDB3525D0C125826C0040B262/$file/CCW_GGE.1_2018_WP.7.pdf.  

81  Thanks to Margarita Konaev for sharing her thoughts on this point, and see her forthcoming research. For 
instance, DOD Directive 3000.09 explicitly includes “human-supervised autonomous weapons systems that 
are designed to allow human operators to override operation of the weapon system, but can select and engage 
targets without further human input after activation.” “Directive 3000.09 —Autonomy in Weapons Systems,” U.S. 
Department of Defense, November 21, 2012, https://www.esd.whs.mil/portals/54/documents/dd/issuances/
dodd/300009p.pdf.

82  Hoi, Steven CH, Doyen Sahoo, Jing Lu, and Peilin Zhao, “Online learning: A comprehensive survey,” (Ithaca, 
NY: Cornell University, October 22, 2018), https://arxiv.org/abs/1802.02871.  

83  Thanks to Paul Scharre for highlighting and reinforcing this point on the rationale for differentiating AI safety 
and ethics concerns as distinct issues. 

84  However, an alternative explanation could be a lack of clarity or a consensus position on the part of the 
Chinese Ministry of Foreign Affairs, which has been sometimes marginalized on these issues relative to the 
Chinese military itself.

85  From a Chinese perspective, the United States is also a primary practitioner of lawfare. Wu Jieming and Liu 
Zhifu, “舆论战心理战法律战概论”[An Introduction to Public Opinion Warfare, Psychological Warfare, [and] Legal 
Warfare], (Beijing: National Defense University Press, 2014), pp. 1–7, 14–20, 62–69, 121–132, 133–143, 
226. 

86  Fu Ying, “Understanding the AI Challenge to Humanity,” China-U.S. Focus, December 17, 2019, https://www.
chinausfocus.com/foreign-policy/understanding-the-ai-challenge-to-humanity. 

87   “Directive 3000.09 —Autonomy in Weapons Systems,” U.S. Department of Defense. 

88  For instance, see this discussion in the context of spacecraft: Liang Qinglu, Wu Di, and An Junshe, “航天器
智能能力的构建” [Building the Intelligent Capabilities of Spacecraft], 国防科技大学学报 [Journal of National 
University of Defense Technology] 5 (2019): 1, http://www.cnki.com.cn/Article/CJFDTotal-GFKJ201905001.htm. 

89  Zhou Xiaocheng and Gao Dongming, “看人工智能如何改变人机协同” [See how artificial intelligence 
changes human-machine cooperation], PLA Daily, November 7, 2019, https://m.chinanews.com/wap/detail/zw/
mil/2019/11-07/9000786.shtml.  

90  For reference on the U.S. approach, see, for instance: Cheryl Pellerin, “Work: Human-Machine Teaming 
Represents Defense Technology Future,” U.S. Department of Defense, November 8, 2015, https://www.defense.
gov/Explore/News/Article/Article/628154/work-human-machine-teaming-represents-defense-technology-
future/.  

91  See Liu Wei, She Xingguo, Wang Fei, “Reflection on Deep Situation Awareness in Human-Machine 
Intelligence,” Journal of the Shandong University of Science and Technology 19, no. 6 (December 2017). The 
authors are affiliated with the Human-Machine Interaction and Cognitive Engineering Laboratory at the Beijing 
University of Posts and Telecommunications.  

https://www.lawfareblog.com/chinas-strategic-ambiguity-and-shifting-approach-lethal-autonomous-weapons-systems
https://www.lawfareblog.com/chinas-strategic-ambiguity-and-shifting-approach-lethal-autonomous-weapons-systems
https://www.unog.ch/80256EDD006B8954/(httpAssets)/E42AE83BDB3525D0C125826C0040B262/$file/CCW_GGE.1_2018_WP.7.pdf
https://www.unog.ch/80256EDD006B8954/(httpAssets)/E42AE83BDB3525D0C125826C0040B262/$file/CCW_GGE.1_2018_WP.7.pdf
https://www.esd.whs.mil/portals/54/documents/dd/issuances/dodd/300009p.pdf
https://www.esd.whs.mil/portals/54/documents/dd/issuances/dodd/300009p.pdf
https://arxiv.org/abs/1802.02871
https://www.chinausfocus.com/foreign-policy/understanding-the-ai-challenge-to-humanity
https://www.chinausfocus.com/foreign-policy/understanding-the-ai-challenge-to-humanity
http://www.cnki.com.cn/Article/CJFDTotal-GFKJ201905001.htm
https://m.chinanews.com/wap/detail/zw/mil/2019/11-07/9000786.shtml
https://m.chinanews.com/wap/detail/zw/mil/2019/11-07/9000786.shtml
https://www.defense.gov/Explore/News/Article/Article/628154/work-human-machine-teaming-represents-defense-technology-future/
https://www.defense.gov/Explore/News/Article/Article/628154/work-human-machine-teaming-represents-defense-technology-future/
https://www.defense.gov/Explore/News/Article/Article/628154/work-human-machine-teaming-represents-defense-technology-future/


19

92  For an example of this, see, for instance: Luo Xi and Liao Junjun, “战争智能化的安全风险与有效管控” 
[The intelligentization of warfare’s security risks and effective control of warfare], 中国社会科学网 [China Social 
Sciences Network], January 10, 2019, https://web.archive.org/web/20190218155404/http://news.cssn.cn/
zx/bwyc/201901/t20190110_4809059_2.shtml. The authors are affiliated with the PLA Academy of Military 
Science and Rocket Force respectively. Within the emerging literature, see: Todd S. Sechser, Neil Narang, 
and Caitlin Talmadge, “Emerging technologies and strategic stability in peacetime, crisis, and war,” Journal of 
Strategic Studies 42, no. 6 (2019): 727-735, https://doi.org/10.1080/01402390.2019.1626725. 

93  Paul Scharre, “Autonomous Weapons and Operational Risk,” (Washington, DC: Center for a New American 
Security, 2016), https://www.cnas.org/publications/reports/autonomous-weapons-and-operational-risk. 

94  For contrast, see the U.S. military’s procedures for testing and evaluation, see: “Test & Evaluation 
Management Guidebook,” Defense Acquisition University, https://www.dau.edu/guidebooks/Shared%20
Documents/Test_and_Evaluation_Mgmt_Guidebook.pdf. 

95  “人工智能“脆弱面”暗藏安全风险]” [AI’s ‘fragile side’ conceals security risks], 经济参考报 [Economic 
Reference], July 9, 2019, https://m.chinanews.com/wap/detail/zw/mil/2019/11-07/9000786.shtml. 

96  “探访白城兵器试验中心：为新型武器试锋利刃” [Visiting the Baicheng Weapon Testing Center: Testing 
sharp blades for new-type weapons], 人民日报 [People’s Daily], July 28, 2019, https://m.chinanews.com/wap/
detail/zw/mil/2019/07-28/8909047.shtml. See also: Luwei Huang, Jifeng Yang, Shuyuan Li, Xin Jin, “新型武
器装备作战流程设计与验证技术研究” [Research on Combat Flow Design and Verification Technology of New 
Weapon Equipment], Computer Science and Applications 9, no. 6 (2019), https://image.hanspub.org/Html/14-
1541432_31039.htm. 

97  For case studies of past incidents, see John K. Hawley, “Patriot Wars: Automation and the Patriot Air and 
Missile Defense System,” (Washington, DC: Center for a New American Security, January 25, 2017), https://
www.cnas.org/publications/reports/patriot-wars.

98  “何雷：智能化战争并不遥远”[He Lei: Intelligentized warfare is not far away], Global Times, August 8, 
2019, https://opinion.huanqiu.com/article/9CaKrnKm3Pe. 

99  Wang Zhaobing and Chang Sheng, “塑造人工智能军事应用的政治属性” [Shaping the Political Attributes 
of Military Applications of Artificial Intelligence], Study Times, November 14, 2018, http://www.qstheory.cn/
defense/2018-11/14/c_1123713007.htm. 

100  “围棋人机大战与军事指挥决策智能化研讨会观点综述” [A Summary of the Workshop on the Game 
between AlphaGo and Lee Sedol and the Intelligentization of Military Command and Decisionmaking], 中国军事
科学 [China Military Science], April 2016.

101  Heather M. Roff and Richard Moyes, “Meaningful human control, artificial intelligence and autonomous 
weapons — Briefing paper for delegates at the Convention on Certain Conventional Weapons (CCW) Meeting 
of Experts on Lethal Autonomous Weapons Systems (LAWS),” Article 36, April 2016, http://www.article36.
org/wp-content/uploads/2016/04/MHC-AI-and-AWS-FINAL.pdf; Heather M. Roff and David Danks, “‘Trust but 
Verify’: The difficulty of trusting autonomous weapons systems,” Journal of Military Ethics 17, no. 1 (2018): 2-20, 
https://www.tandfonline.com/doi/full/10.1080/15027570.2018.1481907. 

102  Zhao Xiaozhe, “指挥控制系统中的自然智能和人工智能” [Natural intelligence and artificial intelligence in 
command and control systems], Sohu, April 23, 2017, http://wemedia.ifeng.com/13425965/wemedia.shtml; “
认知域下智能化战争制胜机理” [The Winning Mechanisms of Intelligentized Warfare in the Cognitive Domain, 
PLA Daily, December 24, 2019, https://m.chinanews.com/wap/detail/zw/mil/2019/12-24/9041718.shtml. 

https://web.archive.org/web/20190218155404/http://news.cssn.cn/zx/bwyc/201901/t20190110_4809059_2.shtml
https://web.archive.org/web/20190218155404/http://news.cssn.cn/zx/bwyc/201901/t20190110_4809059_2.shtml
https://doi.org/10.1080/01402390.2019.1626725
https://www.cnas.org/publications/reports/autonomous-weapons-and-operational-risk
https://www.dau.edu/guidebooks/Shared%20Documents/Test_and_Evaluation_Mgmt_Guidebook.pdf
https://www.dau.edu/guidebooks/Shared%20Documents/Test_and_Evaluation_Mgmt_Guidebook.pdf
https://m.chinanews.com/wap/detail/zw/mil/2019/11-07/9000786.shtml
https://m.chinanews.com/wap/detail/zw/mil/2019/07-28/8909047.shtml
https://m.chinanews.com/wap/detail/zw/mil/2019/07-28/8909047.shtml
https://image.hanspub.org/Html/14-1541432_31039.htm
https://image.hanspub.org/Html/14-1541432_31039.htm
https://www.cnas.org/publications/reports/patriot-wars
https://www.cnas.org/publications/reports/patriot-wars
https://opinion.huanqiu.com/article/9CaKrnKm3Pe
http://www.qstheory.cn/defense/2018-11/14/c_1123713007.htm
http://www.qstheory.cn/defense/2018-11/14/c_1123713007.htm
http://www.article36.org/wp-content/uploads/2016/04/MHC-AI-and-AWS-FINAL.pdf
http://www.article36.org/wp-content/uploads/2016/04/MHC-AI-and-AWS-FINAL.pdf
https://www.tandfonline.com/doi/full/10.1080/15027570.2018.1481907
http://wemedia.ifeng.com/13425965/wemedia.shtml
https://m.chinanews.com/wap/detail/zw/mil/2019/12-24/9041718.shtml


20

103  For one example from this more extensive debate in the literature, see, for instance: Dong Wei and Gao 
Kai, “智能化战争呼唤指挥智能化” [Intelligentized warfare calls for command intelligentization,” Ministry of 
National Defense, People’s Republic of China, June 26, 2019, http://www.mod.gov.cn/jmsd/2019-06/26/
content_4844369.htm. 

104  See Fiona S. Cunningham, “Nuclear Command, Control, and Communications Systems of the People’s 
Republic of China,” (San Francisco: Technology for Global Security, July 18, 2019), https://www.tech4gs.org/
fiona-s-cunningham.html. See also Elsa B. Kania, “Emerging Technologies, Emerging Challenges - The Potential 
Employment of New Technologies in Future PLA NC3,” (San Francisco: Technology for Global Security, September 
5, 2019), https://www.tech4gs.org/elsa-b-kania-nc3report.html. 

105  “军事法治人才如何培养?” [How to train military legal personnel?], 法制日报 [Legal Daily], May 22, 2019, 
http://www.81.cn/theory/2019-05/22/content_9510856.htm. 

106  Wang Zhixue, “构建军事行动法律保障力量” [Building legal support forces for military operations”], PLA 
Daily, December 8, 2015, http://www.81.cn/jfjbmap/content/2015-12/08/content_131480.htm.  

107  “人工智能军事应用诸多法律问题待解” [Many legal issues in the military application of AI are yet 
to be resolved], 法制日报 [Legal Daily], September 17, 2019, http://www.xinhuanet.com/mil/2019-
09/17/c_1210283422.htm. 

108  For reference: “人工智能北京共识” [Beijing AI Principles], Beijing Association for Artificial Intelligence, May 
28, 2019,  https://www.baai.ac.cn/blog/beijing-ai-principles. 

109  Wang Zhixue, “构建军事行动法律保障力量” [Building legal support forces for military operations.”

110  “China’s Algorithms of Repression,” (New York: Human Rights Watch, May 1, 2019), https://www.hrw.org/
report/2019/05/01/chinas-algorithms-repression/reverse-engineering-xinjiang-police-mass-surveillance. 

111  Zhao Xiangang and Liu Xiaoxing, “无人作战如何冲击战争伦理” [How Unmanned Operations 
Impact the Ethics of Warfare], PLA Daily, November 14, 2019, http://www.qstheory.cn/defense/2019-
11/14/c_1125230948.htm. 

112  For a classic on the topic, see Ellis Joffe, “Party-army relations in China: retrospect and prospect,” The 
China Quarterly 146 (1996): 299-314, https://www.jstor.org/stable/655470?seq=1. 

113  “建柱：主动拥抱大数据、人工智能新时代” [Meng Jianzhu: Actively Embrace the New Era 
of Big Data and Artificial Intelligence孟], People’s Daily, June 21, 2017, http://news.sciencenet.cn/
htmlnews/2017/6/380072.shtm. For an excellent assessment of surveillance in this equation, see Dahlia 
Peterson and Josh Rudolph, “Sharper Eyes: Surveilling the Surveillers (Part 1),” China Digital Times, September 
9, 2019, https://chinadigitaltimes.net/2019/09/sharper-eyes-surveilling-the-surveillers-part-1/. 

114  Kelsey D. Atherton, “Chinese-Made Drone Crashes In Pakistan,” Popular Science, June 22, 2016, https://
www.popsci.com/chinese-made-drone-crashes-in-pakistan/. 

115  The PLA is concerned about difficulties with big data as an impediment to progress. “军事大数据：加速
军事智能变革，开启未来制胜之门” [Military Big Data: Accelerating Military Intelligentization Transformation 
and Opening the Door to Future Victory], PLA Daily, September 6, 2019, http://www.xinhuanet.com/mil/2019-
09/06/c_1210269085.htm.  

116  Audrey Kurth Cronin, Power to the People: How Open Technological Innovation is Arming Tomorrow’s 
Terrorists (Oxford: Oxford University Press, 2019).

http://www.mod.gov.cn/jmsd/2019-06/26/content_4844369.htm
http://www.mod.gov.cn/jmsd/2019-06/26/content_4844369.htm
https://www.tech4gs.org/fiona-s-cunningham.html
https://www.tech4gs.org/fiona-s-cunningham.html
https://www.tech4gs.org/elsa-b-kania-nc3report.html
http://www.81.cn/theory/2019-05/22/content_9510856.htm
http://www.81.cn/jfjbmap/content/2015-12/08/content_131480.htm
http://www.xinhuanet.com/mil/2019-09/17/c_1210283422.htm
http://www.xinhuanet.com/mil/2019-09/17/c_1210283422.htm
https://www.baai.ac.cn/blog/beijing-ai-principles
https://www.hrw.org/report/2019/05/01/chinas-algorithms-repression/reverse-engineering-xinjiang-police-mass-surveillance
https://www.hrw.org/report/2019/05/01/chinas-algorithms-repression/reverse-engineering-xinjiang-police-mass-surveillance
http://www.qstheory.cn/defense/2019-11/14/c_1125230948.htm
http://www.qstheory.cn/defense/2019-11/14/c_1125230948.htm
https://www.jstor.org/stable/655470?seq=1
http://news.sciencenet.cn/htmlnews/2017/6/380072.shtm
http://news.sciencenet.cn/htmlnews/2017/6/380072.shtm
https://chinadigitaltimes.net/2019/09/sharper-eyes-surveilling-the-surveillers-part-1/
https://www.popsci.com/chinese-made-drone-crashes-in-pakistan/
https://www.popsci.com/chinese-made-drone-crashes-in-pakistan/
http://www.xinhuanet.com/mil/2019-09/06/c_1210269085.htm
http://www.xinhuanet.com/mil/2019-09/06/c_1210269085.htm


21

117  Ben Watson, “The Drones of ISIS,” Defense One, January 12, 2017, https://www.defenseone.com/
technology/2017/01/drones-isis/134542/. See also Charles Clover and Emily Feng, “Isis use of hobby drones as 
weapons tests Chinese makers,” Financial Times, December 10, 2017, https://www.ft.com/content/82a29f96-
c9e7-11e7-ab18-7a9fb7d6163e. 

118  For context, see Kelley Sayler, “A World of Proliferated Drones: A Technology Primer,” (Washington, DC: 
Center for a New American Security, June 10, 2015), https://www.cnas.org/publications/reports/a-world-
of-proliferated-drones-a-technology-primer; Michael C. Horowitz, Sarah E. Kreps, and Matthew Fuhrmann, 
“Separating fact from fiction in the debate over drone proliferation,” International Security 41, no. 2 (2016): 7-42, 
https://www.mitpressjournals.org/doi/pdf/10.1162/ISEC_a_00257. 

119  For context, see Richard A. Best, Jr. and Alfred Cumming, “Open Source Intelligence (OSINT): Issues for 
Congress,” (Washington, DC: Congressional Research Service, December 5, 2007), https://fas.org/sgp/crs/intel/
RL34270.pdf. 

120  Grant Tudor and Justin Warner, “Congress should revive the Office of Technology Assessment. Here’s how 
to do it,” The Brookings Institution, December 18, 2019, https://www.brookings.edu/blog/fixgov/2019/12/18/
congress-should-revive-the-office-of-technology-assessment-heres-how-to-do-it/. See also “The Office of 
Technology Assessment,” U.S. Government Accountability Office, October 13, 1977, https://www.gao.gov/
products/103962. 

121  Elsa B. Kania, “America must invest in expertise and skills to compete with China,” The Hill, July 27, 2019, 
https://thehill.com/opinion/international/454896-america-must-invest-in-skills-and-expertise-to-compete-with-
china. 

122  See the “China & the Third Offset” series in the Jamestown Foundation’s China Brief, organized by Peter 
Wood, for early analyses on these issues: “China & the Third Offset,” The Jamestown Foundation, https://
jamestown.org/programs/cb/china-third-offset/. 

123  Wm. C. Hannas and Huey-meei Chang, “China’s Access to Foreign AI Technology: An Assessment,” 
(Washington, DC: Center for Security and Emerging Technology, September 2019), https://cset.georgetown.edu/
wp-content/uploads/CSET_China_Access_To_Foreign_AI_Technology.pdf. 

124  See, for instance, this story in Global Times and other articles that highlight China’s reported advances in 
English for a global audience: Liu Xuanzun, “Unmanned ‘shark swarm’ to be used in sea battles, military patrols,” 
Global Times, June 5, 2018,  http://www.globaltimes.cn/content/1105736.shtml. 

125  Thank you to Paul Scharre for highlighting the importance of discussing AI safety and ethics separately.

126  For a more extensive assessment of these challenges, see Yuna Huh Wong, John M. Yurchak, Robert W. 
Button, Aaron Frank, Burgess Laird, Osonde A. Osoba, Randall Steeb, Benjamin N. Harris, and Sebastian Joon Bae, 
Deterrence in the Age of Thinking Machines (Santa Monica, CA: RAND Corporation, 2020), https://www.rand.org/
pubs/research_reports/RR2797.html. 

127  See excellent research by Larry Lewis on these issues, including: Larry Lewis, “AI Safety: An Action Plan for 
the Navy,” (Arlington, VA: CNA, October 2019), https://www.cna.org/CNA_files/PDF/DOP-2019-U-021957-1Rev.
pdf. 

128  See “Defense Innovation Board’s AI Principles Project,” Defense Innovation Board, https://innovation.
defense.gov/ai/; Patrick Tucker, “Pentagon to Adopt Detailed Principles for Using AI,” Defense One, February 18, 
2020, https://www.defenseone.com/technology/2020/02/pentagon-adopt-detailed-principles-using-ai/163185/. 

https://www.defenseone.com/technology/2017/01/drones-isis/134542/
https://www.defenseone.com/technology/2017/01/drones-isis/134542/
https://www.ft.com/content/82a29f96-c9e7-11e7-ab18-7a9fb7d6163e
https://www.ft.com/content/82a29f96-c9e7-11e7-ab18-7a9fb7d6163e
https://www.cnas.org/publications/reports/a-world-of-proliferated-drones-a-technology-primer
https://www.cnas.org/publications/reports/a-world-of-proliferated-drones-a-technology-primer
https://www.mitpressjournals.org/doi/pdf/10.1162/ISEC_a_00257
https://fas.org/sgp/crs/intel/RL34270.pdf
https://fas.org/sgp/crs/intel/RL34270.pdf
https://www.brookings.edu/blog/fixgov/2019/12/18/congress-should-revive-the-office-of-technology-assessment-heres-how-to-do-it/
https://www.brookings.edu/blog/fixgov/2019/12/18/congress-should-revive-the-office-of-technology-assessment-heres-how-to-do-it/
https://www.gao.gov/products/103962
https://www.gao.gov/products/103962
https://thehill.com/opinion/international/454896-america-must-invest-in-skills-and-expertise-to-compete-with-china
https://thehill.com/opinion/international/454896-america-must-invest-in-skills-and-expertise-to-compete-with-china
https://jamestown.org/programs/cb/china-third-offset/
https://jamestown.org/programs/cb/china-third-offset/
https://cset.georgetown.edu/wp-content/uploads/CSET_China_Access_To_Foreign_AI_Technology.pdf
https://cset.georgetown.edu/wp-content/uploads/CSET_China_Access_To_Foreign_AI_Technology.pdf
http://www.globaltimes.cn/content/1105736.shtml
https://www.rand.org/pubs/research_reports/RR2797.html
https://www.rand.org/pubs/research_reports/RR2797.html
https://www.cna.org/CNA_files/PDF/DOP-2019-U-021957-1Rev.pdf
https://www.cna.org/CNA_files/PDF/DOP-2019-U-021957-1Rev.pdf
https://innovation.defense.gov/ai/
https://innovation.defense.gov/ai/
https://www.defenseone.com/technology/2020/02/pentagon-adopt-detailed-principles-using-ai/163185/


22

129  At the same time, when the United States has in some cases failed to live up to its values or demonstrated 
concerning indications of lapses in ethics that may point to institutional failings, it is important to be transparent 
in investigating and mitigating these issues, in order to ensure the Department of Defense’s lasting credibility 
on ethics. See Pauline M. Shanks Kaurin and Bradley J. Strawser, “Disgraceful Pardons: Dishonoring Our 
Honorable,” War on the Rocks, November 25, 2019, https://warontherocks.com/2019/11/disgraceful-pardons-
dishonoring-our-honorable/. 

130  For instance, the U.S. might look to expand current efforts through NATO. See, for instance, Andrea Gilli, 
“Preparing for ‘NATO-mation’: The Atlantic Alliance toward the age of artificial intelligence,” (Rome: NATO Defense 
College, February 2019), http://www.ndc.nato.int/news/news.php?icode=1270. 

131  Andrew Imbrie and Elsa B. Kania, “AI Safety, Security, and Stability Among Great Powers: Options, 
Challenges, and Lessons Learned for Pragmatic Engagement,” (Washington, DC: Center for Security and 
Emerging Technology, December 2019), https://cset.georgetown.edu/wp-content/uploads/AI-Safety-Security-
and-Stability-Among-the-Great-Powers.pdf. 

132  Larry Lewis, “AI Safety: An Action Plan for the Navy.” 

133  Potentially, there is a rationale for having several Track 1 dialogues that are intended to focus on more 
technical and military issues respectively. 

134  Scott W. Harold, “Optimizing the US-China Military-to-Military Relationship,” Asia Policy 14, no. 3 (July 
2019): 145-168, https://www.nbr.org/publication/optimizing-the-u-s-china-military-to-military-relationship/. 

135  For further context on U.S.-China military-to-military relations, see: Phillip C. Saunders and Julia G. Bowie, 
“US–China military relations: competition and cooperation,” Journal of Strategic Studies 39, no. 5-6 (2016): 
662-684, https://doi.org/10.1080/01402390.2016.1221818. 

136  For context, see Michael Kiselycznyk and Phillip Charles Saunders, “Assessing Chinese Military 
Transparency,” (Washington, DC: National Defense University Press, 2010), https://inss.ndu.edu/Portals/68/
Documents/stratperspective/china/ChinaPerspectives-1.pdf; Oriana Skylar Mastro, “The Vulnerability of Rising 
Powers: The Logic Behind China’s Low Military Transparency,” Asian Security 12, no. 2 (2016): 63-81, https://
www.tandfonline.com/doi/full/10.1080/14799855.2016.1157786. 

137  Audrey Kurth Cronin, Power to the People (Oxford: Oxford University Press, 2019).

138  “Campaign for an AI Ready Force,” U.S. Department of Defense, October 31, 2019, https://media.defense.
gov/2019/Oct/31/2002204191/-1/-1/0/CAMPAIGN_FOR_AN_AI_READY_FORCE.PDF. 

139  This transition will require rethinking U.S. military human capital policies to embrace greater diversity and 
inclusion in recruitment and creating greater flexibility to enable retention. Elsa B. Kania and Emma Moore, 
“Great Power Rivalry Is Also a War For Talent,” Defense One, May 19, 2019, https://www.defenseone.com/
ideas/2019/05/great-power-rivalry-also-war-talent/157103/; Nina Kollars and Emma Moore, “Every Marine a 
Blue-Haired Quasi-Rifleperson?” War on the Rocks, August 21, 2019, https://warontherocks.com/2019/08/
every-marine-a-blue-haired-quasi-rifleperson/. 

140  This topic is beyond the scope of the report but will be addressed in the author’s ongoing research on 
these issues. For the PLA’s approach to integrating theoretical and technological expertise in its creation of new 
concepts, see, for instance: “理技融合创新”新春座谈会在京成功召开” [“Theory-Technology Fusion Innovation” 
New Year Seminar Successfully Convened in Beijing], China Association for Artificial Intelligence, February 9, 
2018, https://chaoshao.com/w/CAAI-1981/0. 

https://warontherocks.com/2019/11/disgraceful-pardons-dishonoring-our-honorable/
https://warontherocks.com/2019/11/disgraceful-pardons-dishonoring-our-honorable/
http://www.ndc.nato.int/news/news.php?icode=1270
https://cset.georgetown.edu/wp-content/uploads/AI-Safety-Security-and-Stability-Among-the-Great-Powers.pdf
https://cset.georgetown.edu/wp-content/uploads/AI-Safety-Security-and-Stability-Among-the-Great-Powers.pdf
https://www.nbr.org/publication/optimizing-the-u-s-china-military-to-military-relationship/
https://doi.org/10.1080/01402390.2016.1221818
https://inss.ndu.edu/Portals/68/Documents/stratperspective/china/ChinaPerspectives-1.pdf
https://inss.ndu.edu/Portals/68/Documents/stratperspective/china/ChinaPerspectives-1.pdf
https://www.tandfonline.com/doi/full/10.1080/14799855.2016.1157786
https://www.tandfonline.com/doi/full/10.1080/14799855.2016.1157786
https://media.defense.gov/2019/Oct/31/2002204191/-1/-1/0/CAMPAIGN_FOR_AN_AI_READY_FORCE.PDF
https://media.defense.gov/2019/Oct/31/2002204191/-1/-1/0/CAMPAIGN_FOR_AN_AI_READY_FORCE.PDF
https://www.defenseone.com/ideas/2019/05/great-power-rivalry-also-war-talent/157103/
https://www.defenseone.com/ideas/2019/05/great-power-rivalry-also-war-talent/157103/
https://warontherocks.com/2019/08/every-marine-a-blue-haired-quasi-rifleperson/
https://warontherocks.com/2019/08/every-marine-a-blue-haired-quasi-rifleperson/
https://chaoshao.com/w/CAAI-1981/0


ABOUT THE AUTHOR
Elsa Kania is an adjunct senior fellow with the Technology and National Security Program at the Center for a New 
American Security (CNAS), and she is also a Ph.D. student in Harvard University's Department of Government. 
Kania was a research fellow at the Center for Security and Emerging Technology (CSET) at Georgetown University. 

ACKNOWLEDGEMENTS
The author is grateful to two external reviewers, Paul Scharre and Larry Lewis, for their highly insightful comments 
and valuable perspectives on the paper. The author also thanks Tarun Chhabra, Margarita Konaev, Igor Mikolic-
Torreira, and Lindsey Sheppard, among others, for providing very helpful feedback on the paper at various stages. 
The author is especially grateful to Dr. Konaev for sharing her insights and expertise in the course of the process 
and recommends her forthcoming research on related subjects. Alexandra Vreeman and Ted Reinert edited this 
paper, and Rachel Slattery provided layout. Any flaws or failings in the paper are her own.

The Brookings Institution is a nonprofit organization devoted to independent research and policy solutions. Its 
mission is to conduct high-quality, independent research and, based on that research, to provide innovative, 
practical recommendations for policymakers and the public. The conclusions and recommendations of any 
Brookings publication are solely those of its author(s), and do not reflect the views of the Institution, its 
management, or its other scholars.


