EXECUTIVE SUMMARY

As the Chinese People’s Liberation Army (PLA) seeks to become a “world-class military,” its progress in advanced weapons systems continues to provoke intense concern from its neighbors and competitors. The Chinese military and China's defense industry have been pursuing significant investments in robotics, swarming, and other applications of artificial intelligence (AI) and machine learning (ML). Thus far, advances in weapons systems described or advertised as “autonomous” (自主) or “intelligentized” (智能化) have built upon existing strengths in the research and development of unmanned (无人) systems and missile technology. While difficult to evaluate the sophistication of these emerging capabilities, this initial analysis concentrates on indicators of progress in weapons systems that may possess a range of levels of autonomy.

This paper reviews advances in the Chinese military and defense industry to date, evaluates the potential implications of Chinese approaches to arms control and governance, assesses potential future developments, and then considers the strategic implications, as well as policy options for the United States and likeminded democracies. Based on publicly available information, the PLA’s trajectory in the development and potential employment of AI/ML-enabled and autonomous weapons systems remains uncertain. The maturity of these capabilities — as well as if, when, and to what extent weapons systems with greater levels of autonomy have been fielded — cannot be assessed with high confidence at this point. However, as technological competition emerges as an ever more prominent element of great power rivalry, it is clear the Chinese military and defense industry have undertaken active initiatives in research, development, and experimentation. Yet China’s progress will remain contingent upon the capacity to operationalize emerging weapons systems, which will require overcoming current technological and organizational challenges in testing, training, and concepts of operations.

Chinese advances in autonomy and AI-enabled weapons systems could impact the military balance, while potentially exacerbating threats to global security and strategic stability as great power rivalry intensifies. In striving to achieve a technological advantage, the Chinese military could rush to deploy weapons systems that are unsafe, untested, or unreliable under actual operational conditions. The PLA’s strategic choices about which capabilities could prove advantageous will influence the direction of Chinese military innovation. It is encouraging that Chinese military scientists and researchers are starting to debate and engage with safety issues and technical concerns, as well as legal and ethical considerations. Nonetheless, People’s Republic of China (PRC) arms sales to potential adversaries to the United States, and to militaries with little regard for the law of war, threaten U.S. values and interests, while accelerating the proliferation of these capabilities to non-state actors. Going forward, the United States should monitor these trends and pursue measures to mitigate such risks.
INTRODUCTION

Advances in autonomy and AI-enabled weapons systems promise to increase the speed, reach, precision, and lethality of future operations. Today, militaries worldwide, including in the United States and Russia, are exploring and pursuing these capabilities. Current definitions of autonomy and understanding of the characteristics of “lethal autonomous weapons systems” (LAWS) vary greatly. The use of AI/ML techniques, while not required to achieve autonomy, can enable these capabilities. In an era of high-tech warfare, the boundary between a “smart weapon” capable of great precision and a weapons system considered partly or fully autonomous can be complex and contested. No consensus exists on how to manage issues of law, ethics, and arms control that arise with the development of such capabilities, other than emergent agreement that existing elements of international law do apply, including the law of armed conflict (LOAC). Beyond this, the major militaries remain unwilling to accept any serious constraints on development due to the potential for future operational advantage.

CURRENT CHINESE MILITARY CAPABILITIES

Chinese military initiatives in AI are motivated by an acute awareness of global trends in military technology and operations; concerns about falling behind the U.S. military, which is perceived and often characterized as the “powerful adversary” (强敌) and recognition of potential opportunities inherent in this military and technological transformation. “China’s military security is confronted by risks from technology surprise and a growing technological generation gap,” according to the official white paper on “China’s National Defense in the New Era,” released in July 2019. “Intelligent(ized) warfare is on the horizon,” the assessment finds, and the ongoing “Revolution in Military Affairs” will change the very mechanisms for victory in future warfare. Chinese military scientists and strategists, including from such authoritative institutions as the PLA’s Academy of Military Science, National Defense University, and National University of Defense Technology, envision AI and intelligent weapons playing an increasingly important if not decisive role in future warfare. They closely examine antecedents in U.S. strategy and capabilities to inform their own assessments.

The PLA’s quest for innovation is an element of the Chinese national strategy to leverage science and technology in pursuit of great power status. In the process, the Chinese military is developing more traditional and emerging capabilities, while concentrating on asymmetric approaches against the U.S. military. President Xi Jinping has emphasized, “under a situation of increasingly fierce international military competition, only the innovators win.” Moreover, on the importance of “aiming at the frontier of global military scientific and technological developments,” he urged: “We must attach great importance to the development of strategic frontier technologies, striving to surpass the predecessor as latecomers, turning sharply to surpass.”

As early as 2011, the PLA’s official dictionary included a definition of an “AI weapon” (人工智能武器), characterized as “a weapon that utilizes AI to pursue, distinguish, and destroy enemy targets automatically; often composed of information collection and management systems, knowledge base systems, decision assistance systems, mission implementation systems, etc.” Similarly, Chinese military strategists and scientists tend to discuss “AI weapons” or “intelligentized weapons” (智能化武器) more often than “autonomous weapons” (自主武器) in academic and technical writings. This terminological difference is subtle but potentially significant, implying a focus on the “smartness” or “intelligence” of weapons systems in selecting and engaging targets. For instance, techniques for adaptive or autonomous control can leverage a range of algorithms, including neural networks. Even as the function of certain weapons systems becomes “unmanned” (无人化) and to some degree automatic (自动化), greater degrees of autonomy or “intelligence” in function can remain elusive.

While Chinese leaders have prioritized advances in AI as an important direction for military modernization, China’s Central Military Commission has yet to release any policy or official strategy that formally clarifies such plans and priorities. However, in July 2017, the New Generation Artificial Intelligence Development
Plan called for China to “strengthen the use of AI in military applications that include command decisionmaking, military deductions, and defense equipment.” In the fall of 2017, Xi, in his address to the 19th Party Congress of the Chinese Communist Party (CCP), urged, “accelerate the development of military intelligentization, and improve joint operations capabilities and all-domain combat capabilities based on network information systems.” His remarks provided authoritative guidance to pursue military applications of AI that could be integrated across the whole system for future operations. This emerging emphasis on “military intelligentization” (军事智能化), or the “development of an intelligent military,” extends beyond AI-enabled systems and autonomy to include the development of weapons systems leveraging adaptive control or involving autonomy in various aspects of their operation.

The PLA is actively pursuing AI-enabled systems and autonomous capabilities in its military modernization. Across services and for all domains of warfare, it has fielded a growing number of robotic and unmanned systems, as well as advanced missiles with precision guidance, some of which may possess at least limited degrees of autonomy. For instance, the PLA Army (PLAA) has concentrated on military robotics and unmanned ground vehicles, which could be used for logistics. The PLA Navy (PLAN) is experimenting with unmanned surface vessels that may operate with some autonomy and is reportedly developing autonomous submarines. The PLA Air Force (PLAAF) operates advanced unmanned systems with limited autonomy that could be upgraded to include greater autonomy, while exploring options for manned-unmanned teaming. The PLA Rocket Force (PLARF) may leverage use cases in remote sensing, targeting, and decision support, and its missiles may be augmented to become more “intelligentized” in their capabilities, incorporating higher levels of automation to facilitate operations. There are indications that the PLA Strategic Support Force (PLASSF) could apply advances in AI to its missions of space, cyber, electronic, and psychological warfare. PLA capabilities and advancements very likely extend well beyond what is known and knowable from open sources.

The Chinese defense industry can build upon its apparent strengths in armed drones and advanced missiles to introduce greater autonomy into operations. In particular, certain advanced unmanned aerial vehicles could be modified to operate with greater autonomy instead of under remote control. Currently, China leads in export of medium-altitude long endurance unmanned aerial vehicles (UAVs). PRC UAVs, such as the Wing Loong platform, from the Aviation Industry Corporation of China (AVIC), and the CH-4, developed by China Aerospace Science and Technology Corporation (CASC), are actively marketed for export. In fact, CASC has even opened factories for the CH-4 platform in Pakistan, Myanmar, and Saudi Arabia. This prominent ranking in arms sales reflects the relative affordability of Chinese drones over American ones, and that the Chinese defense industry has been less constrained in selling to militaries to which their U.S. counterparts have been unable or unwilling to sell. Within the PLAAF, the GJ-1 and its successor GJ-2 are used for integrated reconnaissance and precision strike, including in support of joint operations. According to the systems’ designer, the GJ-1 is “highly intelligent” and capable of landing autonomously when it encounters unexpected conditions.

Yet an inherent challenge of evaluating progress and capabilities is that the level of autonomy, relative to possibility of remote control, cannot be readily assessed by appearance alone. Moreover, as China strives to close the gap with the United States, its efforts are complicated by persistent bottlenecks in its indigenous defense industrial capabilities. While cyber theft and industrial espionage enabled by a range of techniques of tech transfer have enabled and accelerated Chinese military modernization, persistent obstacles and bottlenecks remain, including shortfalls in the technical workforce and engineering experience. Chinese leaders are cognizant of critical weaknesses, such as the semiconductors, particularly specialized developments in AI chips, necessary to enable and deploy AI/ML systems, and actively investing to overcome them.
While there is currently no direct evidence that the PLA has formally fielded a weapons system fully consistent with the definition of ‘AI weapon,’ a number of systems are analogous or comparable in their functionality.

The Chinese military has reportedly converted older models of tanks to operate via remote control or with some degree of autonomy. There are also reports that variants of aircraft have been modified to be operated via remote control or potentially autonomously, perhaps to overwhelm air defenses in a potential invasion scenario against Taiwan. The PLAN has tested and operated a range of undersea gliders and unmanned underwater vehicle (UUVs) for scientific or military missions, including the HN-1 glider used in exercises in the South China Sea in 2018. Often, limited technical information is available, rendering the disclosure of capabilities and signaling — including the potential for misdirection or disinformation — important to evaluate carefully.

**FUTURE TRENDS IN RESEARCH AND DEVELOPMENT**

These advances in PLA capabilities are taking shape through the efforts of Chinese military research institutes, the Chinese defense industry, and the emerging ecosystem of commercial enterprises supporting military-civil fusion. For instance, the Key Laboratory of Precision Guidance and Automatic Target Recognition at the PLA’s National University of Defense Technology researches a range of automatic target recognition techniques. The available technical literature also points to interest in applying neural networks to the guidance of hypersonic glide vehicles, enabling adaptive control and greater autonomy. For new directions in research, the Tianjin Binhai Artificial Intelligence Military-Civil Fusion Center was established in partnership with the PLA’s Academy of Military Science, and pursues developments in autonomy and the capacity for coordination of unmanned systems, such as in undersea drones.

Future Chinese aerospace capabilities will be enabled and enhanced by research currently underway within the major state-owned defense conglomerates. Starting in 2015, the China Aerospace Science and Industry Corporation (CASIC) 3rd Academy 35th Research Institute began pursuing breakthroughs in core technologies including target detection and recognition techniques based on deep learning and deep neural network compression, and smart sensors, combining data from multiple radars. Notably, in 2016, this CASIC team organized an innovation competition for “AI-Based Radar Target Classification and Recognition,” the Chinese defense industry’s first major event of this kind; it involved companies and universities with AI research proficiency applying that expertise to finding intelligent processing solutions for targeting. According to a senior missile designer from CASIC, “our future cruise missiles will have a very high level of AI and autonomy,” such that commanders will be able “to control them in a real-time manner, or to use a fire-and-forget mode, or even to add more tasks to in-flight missiles.” Future missiles might have increasingly sophisticated capabilities in sensing, decisionmaking, and implementation — even potentially gaining a degree of “cognition” and continual learning capability. Significantly, the PLA’s development of hypersonic weapons systems has also incorporated advances in techniques for greater autonomy and adaptive control.

Chinese naval capabilities may be augmented by advances in military robotics and autonomy. During a September 2018 defense exhibition, a subsidiary of the China Shipbuilding Industry Corporation revealed “JARI,” a multi-purpose unmanned surface vessel reportedly designed for use by the PLAN and also intended for export as a warship. CSIC has also displayed the “Sea Iguana” (or Marine Lizard, 海蜥蜴),
an unmanned surface vehicle (USV) that could be leveraged in support of future amphibious operations.\textsuperscript{69} Reportedly, the PLAN and Chinese defense industry are also developing AI-enabled submarines to advance Chinese capabilities in undersea warfare,\textsuperscript{70} through a classified military program disclosed in English-language reporting, the 912 Project.\textsuperscript{71} While fully autonomous submarines appear to remain a long-term objective, the introduction of AI/ML techniques for target detection and decision support — including to improve acoustic signal processing — could prove more feasible in the meantime.\textsuperscript{72} Beyond state-owned defense conglomerates, a growing number of new contenders are pursuing advances in unmanned and autonomous weapons systems, from companies, such as Yunzhou Tech, to leading universities, including the Beijing Institute of Technology.\textsuperscript{73}

**PRC ARMS SALES AND APPROACHES TO GLOBAL GOVERNANCE**

Increasingly, U.S. officials express concerns about Chinese development and potential proliferation of unmanned systems and the capabilities for autonomy. In November 2019, U.S. Secretary of Defense Mark Esper warned that Chinese weapons manufacturers were selling drones to the Middle East “advertised as capable of full autonomy, including the ability to conduct targeted strikes.”\textsuperscript{74} While not specifying which weapons systems provoked concern, it appears he may have had in mind a weapons system produced by the Chinese company Ziyan.\textsuperscript{75} Only a month before, the Chinese delegation to the UN General Assembly Thematic Discussion on Conventional Arms Control argued, “China believes it is necessary to reach an international legally-binding instrument on fully-autonomous lethal weapons in order to prevent automated killing by machines.”\textsuperscript{76} Yet like other major powers, China does not seem eager to tie its own hands when it comes to the research, development, and potential deployment of autonomous weapons systems.\textsuperscript{77}

This was not the first time China’s diplomatic proclamations have contradicted its apparent intentions or activities around autonomous weapons systems. During the April 2018 session of the UN Group of Governmental Experts (GGE) on Lethal Autonomous Weapons Systems (LAWS), the Chinese delegation articulated an intention to ban “the use of fully autonomous lethal weapons systems.”\textsuperscript{78} However, the definition the Chinese delegation provided was convoluted enough to exclude the types of weapons systems most militaries, including the PLA, are actually developing.\textsuperscript{79} This very restrictive definition includes the following characteristics: (1) lethality, (2) autonomy, defined as “the absence of human intervention and control during the entire process of executing a task,” (3) “impossibility of termination” once the device is set in motion, (4) “indiscriminate effect,” “regardless of conditions, scenarios and targets,” and (5) “evolution,” such that “the device can learn autonomously through interaction with the environment, expanding its functions and capabilities in a way exceeding human expectations.”\textsuperscript{80}

This definition of autonomy is perplexing yet revealing, given that no militaries appear interested in pursuing weapons systems that entirely remove the possibility of termination by a human operator.\textsuperscript{81} Moreover, the phrasing “indiscriminate effect” implies the capability as defined would inherently violate the requirement of distinction from the law of armed conflict. Finally, the notion of “evolution” seems to envision online machine learning that is ongoing in the operational environment,\textsuperscript{82} which could introduce vulnerabilities and challenges, including the potential for exploitation by adversaries attempting to manipulate that process of learning.\textsuperscript{83} The Chinese delegation to the UN GGE on LAWS has not further clarified its position. By claiming to support a weapons systems ban with these extreme characteristics, the Chinese government appeared to be positioning itself in support of the ban movement,\textsuperscript{84} while still continuing to pursue a broad array of autonomous weapons systems. China’s approach to international law can be characterized by “legal warfare” (法律战), seeking to exploit legal mechanisms to constrain and delegitimize adversaries, while circumventing legal constraints itself.\textsuperscript{85} The PRC position on these issues may evolve, given China’s attempts to become more actively involved in shaping global governance of AI, from technical standards to debates on law, norms, and ethics.\textsuperscript{86}
China’s ambiguous definition of autonomous weapons systems also poses a potential challenge to arms control. The U.S. Department of Defense Directive 3000.09 regulates the development and use of autonomous and semi-autonomous functions in weapons systems, and defines autonomous weapons systems as those that “once activated, can select and engage targets without further intervention by a human operator.” The Chinese military, conversely, has no known parallel to DOD Directive 3000.09, and employs various definitions of autonomous weapons, AI weapons, or what the Chinese military has called “intelligentized” weapons. In some cases, Chinese military and defense researchers reference the concept of “levels of intelligence” (智能等级) when discussing the “intelligent capabilities” of a specific system. Different concepts and terminology between the U.S. and PRC — for instance, the divergence between Chinese notions of human-machine collaboration (人机协同) and human-machine integration (人机融合), and the American emphasis on human-machine teaming — will merit clarification.

IMPLICATIONS FOR GLOBAL SECURITY AND STABILITY

The advent of AI/ML systems and greater autonomy in defense will impact deterrence and future warfighting among great powers. This military-technological competition could present new threats to strategic stability, which Chinese military officers and strategists are starting to recognize and debate. Given the emphasis of Chinese military leaders on pursuing innovation to catch up with and surpass more powerful militaries, namely that of the United States, there are reasons for concern the Chinese military may fail to dedicate adequate attention to issues of safety and testing in the process. The advent of greater autonomy in weapons systems introduces added complexity, and complex systems tend to be more prone to failures and accidents, particularly in contested environments. The PLA has not yet released any public policies or official statements that describe its practices for testing. However, at least a limited number of Chinese experts and military scientists are starting to dedicate more attention to risks associated with the development and use of autonomous weapons systems.

The Chinese military lacks contemporary operational experience, and its insufficient firsthand knowledge of the “fog of war” may result in mistakes or unrealistic expectations about the prospects for technology on the battlefield. The PLA does have a history of and experience with the testing and verification of weapons systems, including at several bases dedicated to these activities. Yet a significant difference exists between testing and training compared to the unpredictability of accidents or unintended engagements that can occur on the battlefield. The PLA appears to be relatively pragmatic about issues of safety and reliability with new technologies. However, a risk remains that it might be more likely to make mistakes given its lack of operational experience, for which realistic training and advanced simulations can only partially compensate.

Absent official policy or guidance from Chinese military leaders, it is difficult to anticipate how the PLA will approach issues of human control over autonomous systems, particularly as these capabilities progress and evolve. Historically, Chinese leaders have prized centralized, consolidated control over the military. They may therefore be generally disinclined to relinquish control to individual humans, let alone machines, fearing loss of the Party’s “absolute command.” At the same time, Chinese military scholars and scientists appear to be relatively pragmatic in how they approach and discuss the nuances of having a human in, on, or out of the loop. Given technical constraints and uncertainties, there are reasons to expect in the near term that the Chinese military will
keep humans “in the loop” or at least “on the loop,”
but it is harder to anticipate whether the PLA or any
military will maintain that position if conditions and
technical considerations change. However, to date,
discussion of meaningful human control appears to
be less established in Chinese writings than in U.S.
debates on these topics.

There is no clear evidence indicating that the Chinese
military is more inclined to pursue autonomy and/
or automation in a manner that removes humans
from decisionmaking relative to other militaries. In
the near term, human involvement in command and
control appears to be deemed necessary for technical
reasons, and the Chinese military is actively exploring
concepts that leverage synergies between human
and artificial intelligence, such as that of “human-
machine” intelligent integration (人机智能融合).

In the future, operational expediency concerns
could supersede safety if having a human in the
loop became a liability, as greater involvement of AI
systems in command decisionmaking is considered
potentially advantageous. Yet at the level of strategic
decisionmaking, including for decisions that involve
the employment of nuclear weapons, it is all but
certain that one human will remain “in the loop,” for
the foreseeable future: Xi Jinping.

While the debate over lethal autonomous weapons
systems raises complex legal and ethical issues, such
concerns about the impact of advances in autonomy
are less prevalent or prominent in Chinese military
discourse and writing to date. The PLA lacks the U.S.
military’s overseas operational experience and its
institutionalized architecture of legal expertise to apply
the law of war in actual operations. Nonetheless, as
the PLA looks to expand global operations and takes
on new missions defending overseas interests, its
attention to these concerns has necessarily increased.
At present, the Chinese military lacks a specialty
or career trajectory directly analogous to the U.S.
military’s Judge Advocate General’s Corps. However,
certain Chinese military officers with legal expertise
have advocated for a more direct incorporation of legal
experts into the chain of command to provide legal
support for operations and decisionmaking. The
PLA’s Academy of Military Science also organized a
conference in September 2019 to address the legal
issues that arise with military applications of AI.

The Chinese government has launched a charm
defensive on AI ethics, including releasing new principles that echo debates on “AI for good.” Yet reasons remain to question whether Chinese leadership will actually prioritize and institutionalize these commitments in ways that create substantive constraints. China’s stated commitment to ethical AI use principles is contradicted by the CCP prioritization of AI as an instrument for maintaining social control and coercion, enabling crimes against humanity in Xinjiang and beyond. Certain Chinese military scholars have criticized the ethics of the U.S. military’s employment of unmanned systems, yet the Chinese government may also seek to use U.S. precedent as justification for similar PRC actions in the future. Ultimately, the PLA itself is the armed wing of the CCP, bound to “obey the Party’s command” and ensure regime security. A notable nexus can exist between security/defense applications and the leveraging of these technologies for military purposes, including techniques for monitoring and manipulating public opinion with applications in influence operations.

The proliferation of AI-enabled and/or autonomous
weapons systems presents a range of risks to global
security. China could export this technology to
potential adversaries or militaries with poor human
rights records, undermining U.S. values and interests.
Occasionally, Chinese armed drones have experienced
problems in their performance, including crashing in
some cases. However, exports may facilitate data and
metrics gathering for performance improvements. Moreover, the availability of these technologies to non-state actors could empower terrorist organizations. The Islamic State group has already used Chinese drones — manufactured by DJI — for surveillance and as improvised explosive devices. Beyond stalwarts in the arms industry, a growing number of new enterprises are entering the field, advertising and exporting weapons systems said to possess some level of autonomy. To date, over 90% of armed drone sales have been by Chinese companies. To the extent this trend continues, China will also drive the diffusion of AI-enabled and autonomous weapons systems.
POLICY OPTIONS AND RECOMMENDATIONS

The United States must confront the prospect of long-term competition, and at worst even the potential for conflict, with the People’s Republic of China. At the same time, today’s technological transformations present new risks of accidents or unintended escalation. In response to these challenges, the U.S. military and national security policymakers should consider the following recommendations:

• Improve intelligence and awareness of Chinese military and technological advancements. To mitigate the risks of surprise, the United States must continue to track and monitor new directions in Chinese military modernization. In particular, the U.S. intelligence community should improve its capacity to leverage open-source intelligence (OSINT) techniques and reprioritize targeting of collection activities as necessary.\(^{119}\)

  ° Expand initiatives for forecasting and technological assessments. For instance, the revival of institutions like the Office of Technology Assessment — and creation of new mechanisms to ensure adequate technical expertise — is needed to inform intelligence analysis and policy decisionmaking.\(^{120}\)

  ° Scale up efforts to evaluate and translate Chinese military writings and technical literature. The available materials are insufficiently leveraged in U.S. research and intelligence relative to the scope and scale of Chinese collection and leveraging of open source technical materials and policy and strategic debates. This information gap can result in poor or incomplete understanding of trends in China. To this end, the U.S. government should scale up and support large-scale initiatives in translation.

  ° Support language training and immersion. Given the demands on expertise\(^{121}\) to meet the intellectual challenges of great power competition, the U.S. government should expand existing initiatives and pipelines for training linguists and specialists.

• Exercise caution in signaling and disclosure of new American capabilities. In some cases, the announcement of new U.S. defense innovation initiatives, such as the Third Offset Strategy, may have triggered a redoubling of Chinese efforts to pursue military innovation in emerging technologies.\(^{122}\) The Department of Defense should consider the potential externalities of its messaging regarding new programs and capabilities, especially in the areas of AI/ML and autonomy, taking care to recognize potential counterintelligence considerations.\(^{123}\) At the same time, it is important to recognize that reports in Chinese state and state-linked media may be intended for purposes of misdirection.\(^{124}\)

• Actively reaffirm safety, surety, and security of U.S. military AI systems. The U.S. military should continue to elevate the importance of the safety, surety, and security of AI systems.\(^{125}\) As the character of conflict evolves and complexity increases, continued exploration of mechanisms for confidence-building and crisis management will become all the more critical. Hopefully, efforts to integrate discussions about safety and reliability of weapons systems with varying degrees of automation, autonomy, and applications of AI into existing risk reduction and communication mechanisms can help reduce the prospect of accidents or unintended escalation.\(^{126}\) In particular, the United States should actively highlight the importance of avoiding accidents and ensuring operational effectiveness by discussing its own policies and approaches to testing and evaluation, while promoting best practices.\(^{127}\)

• Ensure American leadership in AI ethics. The U.S. military should articulate its commitment to leverage AI in warfare in ways consistent with its values. The existing initiatives, such as the Defense Innovation Board’s work on AI ethics,\(^{128}\) are important measures that are starting to be institutionalized.\(^{129}\) At the same time, as the Chinese government seeks to increase its “discourse power” (话语权), the U.S. government should continue to point out inconsistencies between China’s apparent position and its actual activities on the world stage.
• **Engage with allies and partners to reinforce norms for the ethical employment of Al-enabled and autonomous systems in future military operations.** The U.S. military should continue to pursue productive conversations with like-minded democracies in order to establish initial consensus on legal and ethical parameters.\(^{130}\) Such engagements can also extend to sharing lessons learned and reaching agreement on principles.

• **Pursue opportunities for pragmatic bilateral and multilateral cooperation on issues of AI safety and testing of complex systems.** While these conversations can be challenging, bilateral or multilateral dialogues hold real potential for setting technical standards for robustness and assurance of AI systems used for military purposes, including best practices for testing, evaluation, verification, and validation.\(^{131}\) Such dialogues should also extend to adopting a more comprehensive framework to address the range of risk factors that could undermine safety and sharing information about best practices.\(^{132}\)

• **Explore the potential for Track 2, Track 1.5, and eventually, Track 1 dialogues with defense and technical experts, including potential adversaries and competitors where feasible.**\(^{133}\) These mechanisms can convene stakeholders with expertise on various elements of these issues to facilitate a more open and flexible conversation. Such dialogues can generate ideas and policy options more creative and unconstrained than those available via existing channels.

• **Pursue new opportunities for military-to-military engagement between the United States and China.** Despite strategic distrust, there is a need for and a history of military-to-military ties between the PLA and the U.S. military.\(^{134}\) Such engagements with the PLA could signal reassurance, reduce the likelihood of misperceptions, and prevent unintended escalation.\(^{135}\) The U.S. military can benefit from relative transparency about the strategic intentions, policies, and practices that inform its own approach to AI in military affairs in order to mitigate misperceptions. The lack of transparency in Chinese military thinking can lead to worst-case predictions or expectations among American military strategists and defense planners. It would behoove Chinese leaders to pursue greater transparency about their military strategy and intentions in the development of these capabilities.\(^{136}\)

• **Explore options to constrain the diffusion of AI-enabled and autonomous weapons to non-state actors.** The proliferation of AI-enabled and autonomous weapons to non-state actors poses a threat to international stability, including the risk of serious accidents.\(^{137}\) While major militaries are unlikely to cease their own development of these capabilities, their mutual interest in limiting the access of non-state actors to these systems could be leveraged. Existing export control mechanisms could also be adapted to address these emerging challenges. There may be potential for engagement among major arms exporters, including defense industry stakeholders, about principles or best practices for creating controls against the misuse of these capabilities by non-state actors.

• **Sustain investments in U.S. defense innovation initiatives.** The U.S. military should prioritize the fundamentals for creating a truly “AI-ready” force.\(^{138}\) These necessary measures include improved integration across disparate databases, continuous modernization of military information technology, and construction of the requisite infrastructure for AI systems. To meet these objectives, the U.S. military needs to recruit, retain, and train individuals with the requisite skill sets and expertise.\(^{139}\)

**CONCLUSION**

U.S.-China military competition centers upon the fight to innovate in emerging technologies critical to the future of warfare. This contest will shape the broader strategic competition between the two nations, as well as affect global security and stability through the potential diffusion of new weapons systems and capabilities. China’s future progress in the development of autonomous and AI-enabled weapons systems must be contextualized by the uncertain trajectory of its military modernization. The creation of the requisite technologies will also depend upon advances in AI/
ML research and development across both civilian and military applications. The eventual realization of such capabilities will depend upon the PLA’s capacity to integrate new capabilities into existing concepts of operations and create new theories of victory that recognize the ongoing changes in the character of conflict. Chinese military advances in weapons systems autonomy could constitute an important component of the PLA’s emergence as a world-class military aspiring to achieve an advantage in future warfare.
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