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Foreword

For the last several decades, the arc of our economy changed from convergence to divergence. On critical measures such as median household income, poverty, unemployment rates, and life expectancy, there exists a yawning gap between the best- and worst-performing communities.

Economists and policymakers are now able to measure these disparities at increasingly granular levels. At The Hamilton Project, we created a measure called the Vitality Index to assess economic and social well-being in every U.S. county. This index enables us to compare conditions in each county’s vitality in 1980 and 2016.

What we see alarms us. Inequality has grown across the country, and despite periods of strong economic growth when living standards improved across the earnings distribution—such as in the late 1990s—places with poor economic performance in 1980 are generally still struggling. Broad swaths of the rural South, Southwest, and Midwest continue to lag behind the rest of the economy. Natural disasters and the globalization of manufacturing have significantly depressed outcomes in formerly thriving cities such as Flint, Michigan, and New Orleans, Louisiana. By contrast, many coastal cities along with a number of other major metro areas have outperformed the rest of the country.

The evidence of geographic disparities continues to pile up. In the lowest-performing fifth of counties, 33 percent of prime-age adults are not employed—nearly double the rate of the best-performing places. Many of those who do have jobs earn wages depressed by a range of factors, including the disappearance of labor unions, the declining inflation-adjusted value of the minimum wage, and the absence of college degrees or even high school diplomas. The 23 percent poverty rate in the highest-poverty counties is nearly triple that of the lowest-poverty counties; life expectancy is a full six years higher in the top fifth than in the bottom fifth.
No serious examination of the geography of prosperity would be complete without a focus on how racial inequality exacerbates place-based problems and impedes the effectiveness of policies designed to ameliorate them. In their chapter, “The Historical Role of Race and Policy for Regional Inequality,” the economists Bradley Hardy, Trevon Logan, and John Parman document the range of ways in which public policy has limited economic opportunity for black Americans. From discriminatory housing policy to exclusionary and unequal education systems, these policies contribute both to the spatial concentration of the African-American population in the United States and to poorer economic outcomes in these areas. As such, they have left a clear imprint on today’s geographic disparities.

We agree with economists Benjamin Austin, Edward Glaeser, and Lawrence Summers, who recently argued that conditions today demand a reconsideration of place-based policies.* But it is also important to recognize that many place-based policies have failed, leading many economists to prefer programs that target individuals rather than places.

We therefore focus on ideas motivated by new evidence about those policies that do appear to work and lessons from those that have failed. Accordingly, in the chapters that follow we present proposals from a distinguished group of scholars who offer evidence-based solutions to the problems faced by struggling regions and their residents.

David Neumark proposes that the federal government subsidize employment in areas of extreme poverty, with the goal of revitalizing communities and boosting workers’ careers over the long run through the acquisition of skills that are valued by private-sector employers.

Tracy Gordon proposes that the federal government do more to aid states with limited fiscal resources. Gordon considers how to overhaul the federal government’s massive $700 billion intergovernmental grant apparatus to offset differences in the states’ long-run fiscal capacity and respond more quickly to regional economic downturns and national recessions.

E. Jason Baron, Shawn Kantor, and Alexander Whalley offer a proposal for a regionally targeted expansion of the 1988 Manufacturing Extension Partnership Program. Their proposal would enable existing research universities to promote local economic development by transferring knowledge to local employers in struggling places.

Stephen Smith applies the evidence and experience of development economics in his proposal for improving U.S. policy ranging from infrastructure to education, health, and nutrition. These are ideas that are likely to improve the functioning of educational and safety net investments, thereby helping people in struggling areas to escape from poverty traps.

For a century, the progress the United States made toward realizing broadly shared economic growth gave our economy much of its unparalleled strength. Today, with these evidence-based proposals, we see steps that can help restore the conditions of inclusive growth that made it possible for individuals from any part of the country to benefit from economic opportunity.

ROGER C. ALTMAN

ROBERT E. RUBIN
Introduction

Ryan Nunn, *The Hamilton Project and the Brookings Institution*
Jana Parsons, *The Hamilton Project*
Jay Shambaugh, *The Hamilton Project, the Brookings Institution,*
*and The George Washington University*

The United States has never been a place with uniform culture, politics, or economic outcomes. Regional disparities in economic performance are longstanding, and have led to both economic and policy responses. Workers and businesses in struggling areas sometimes migrate to other places, make investments that raise their productivity, and eventually catch up (at least in part) with workers and businesses in prospering areas. In addition, place-based policies—policies targeted to disadvantaged areas and their residents rather than directly to disadvantaged people—are sometimes enacted in an attempt to help struggling regions.

Place-based policies have a mixed record, with some prominent successes—such as the Tennessee Valley Authority bringing electric power and jobs to a previously very poor region—but with a number of failures as well. Economists have often been skeptical of both the efficacy and efficiency of targeting places instead of people. Nevertheless, evidence of stark regional economic gaps, lack of convergence in living standards over the past few decades, and declining geographic mobility all demand a reconsideration of whether there are effective policies that could help share economic growth and raise living standards in struggling places.

As we will show in our framing chapter, “The Geography of Prosperity,” and illustrated in figure A, gaps in economic performance and living standards across U.S. counties are indeed very large. In 2016 the typical household income in the richest 20 percent of counties is more than twice that in the poorest 20 percent, and the gap has increased noticeably since 1980. People in top-performing counties are far more likely to work, less likely to be in poverty, and even more likely to live longer. These disparities are large in part because of rising national income inequality, but also because convergence between places has broadly slowed today.

In the first three quarters of the 20th century there was a general pattern of income convergence, with poorer regions catching up to richer ones
Moreover, shocks that led to high unemployment tended to dissipate as local economies rebounded or people moved away from struggling areas (Blanchard and Katz 1992). The lack of large, persistent gaps across places often made place-based policies seem either unnecessary or inefficient.

Today, though, both long-run convergence and recovery from negative shocks have slowed. Unemployment rates do not fall as quickly after a localized adverse shock, and economic shocks have become increasingly geographically concentrated, with persistent impacts on local labor markets (Autor, Dorn, and Hanson 2013). There has also been a decline in geographic mobility: workers, especially those with less than a college degree, are simply less likely to move across states than they once were (Wozniak 2018). At the same time, southern states and other states with relatively low levels of economic activity no longer experience substantially faster rates of economic growth than other states (Ganong and Shoag 2017).

While disadvantaged areas have generally failed to catch up, a select few areas of the country have shot far ahead. In addition to rising income levels, measures of innovation and dynamism reflect this pattern: for example, more than 75 percent of all venture capital funding in 2017 went to just three states (Pitchbook and NVCA 2018; authors’ calculations). The top 50

**FIGURE A.**

Household Income by County Income Quintile

Source: American Community Survey (U.S. Census Bureau 2012–16); authors’ calculations.

Note: Population-weighted quintiles of county median household income are first calculated, and then population-weighted averages of median household income—within each quintile—are presented in the figure.
counties accounted for more than half of all patents in 2015 (U.S. Patent and Trademark Office; authors’ calculations). Business start-ups have been similarly concentrated, with only seven states accounting for nearly 50 percent of all start-ups in 2014 (Business Dynamics Statistics [Census 2014]; authors’ calculations).

Substantial gaps in economic outcomes exist at the region, state, county, and even neighborhood levels. Even places that are generally prospering tend to have large pockets of disadvantage: 7 percent of extreme poverty Census tracts (i.e., tracts with a poverty rate of at least 40 percent) are in counties in the top quintile of median household income.

The Role of Place-Based Policies

Gaps in income and economic performance across areas have drawn extensive policy attention throughout the history of this country. Whether a part of Henry Clay’s early 19th century infrastructure plan for internal improvements, the establishment of land grant colleges in the second half of the 19th century, or the New Deal–era Tennessee Valley Authority, many past plans for place-based policies focused on physical or educational infrastructure. In more recent decades, place-based policies have taken a variety of different forms, all aimed at stimulating economic activity in distressed locations.
Economists have looked to a few different justifications for place-based policies. First, there may be a need to better match workers to employers (Neumark and Simpson 2015). As Austin, Glaeser, and Summers (forthcoming) note, if increases in labor demand have larger impacts in struggling areas, this suggests that policies targeted at specific places could be optimal.

Second, for places exposed to damaging shocks, there is an insurance rationale for place-based policies (Kline and Moretti 2014). Third, a lack of local public goods—whether due to long-run disparities or damaging temporary shocks—may call for place-based investments in institutions and other public goods (Kline and Moretti). Finally, equity considerations suggest that if some people are not able to or do not want to move from a struggling region, it would be appropriate to help them when possible.

As outlined in Austin, Glaeser, and Summers (forthcoming), there are several different types of place-based policies. These include direct public investment, such as the federal highway system. They also include more-indirect policies such as tax benefits or grants to businesses and individuals. For example, the New Markets Tax Credit program attracts capital to low-income neighborhoods by giving tax credits to individual and corporate investors. Finally, policies could come in the form of regulatory relief, as in the United Kingdom's enterprise zones.

Perhaps the most well-known modern set of place-based policies in the United States are enterprise zones, which are geographically targeted tax benefit and grant programs that exist at both the state and federal levels to encourage business development. Analysis summarized in Neumark and Simpson (2015) shows that enterprise zones have had mixed results. These policies have generally failed to increase employment or reduce poverty, in particular for poor residents in these areas, but have sometimes increased property values, which is unlikely to help the most disadvantaged in targeted areas.

Whereas many previous attempts at place-based policies have appeared either inefficient or ineffective, the patterns noted here, and in more detail in our framing chapter, raise the question of whether there exist efficient policy responses that can help struggling regions grow faster and attain higher living standards. Careful examination of the body of evidence generated by previous place-based policies, as well as a new emphasis on rigorous evaluation and experimentation, suggest multiple directions for policy that are explored in this volume.
In the framing chapter of this volume we review the geographic disparities that characterize our modern economy, elaborating on many of the patterns discussed in this introduction and illuminating some of the forces that contribute to the success or stagnation of places. In the following chapter economists Bradley Hardy, Trevon Logan, and John Parman examine the connection between racial and geographic inequality, highlighting the roles of racial segregation and structural racism in public policy. The legacy of these policies continues to shape economic outcomes for people and places today, and their effects should be taken into account when crafting any place-based policies.

The final four chapters in this volume provide new directions for place-based policies. David Neumark of the University of California, Irvine, builds on the accumulated evidence of unsuccessful policies to suggest a better approach to geographically targeted employment subsidies. Neumark proposes that the federal government subsidize employment in places that are struggling, focusing on nonprofit jobs that contribute to local public goods and lead to private sector employment. Tracy Gordon of the Urban-Brookings Tax Policy Center draws on the experience of the American Recovery and Reinvestment Act of 2009 to propose a set of reforms that would ensure that federal policies more effectively support places with limited fiscal capacity and resilience. Economists E. Jason Baron, Shawn Kantor, and Alexander Whalley propose an expanded Manufacturing Extension Partnership that would increase the effectiveness of universities at promoting local economic growth. The volume concludes with a chapter by Stephen Smith of The George Washington University, who draws insights from development economics to improve place-based policies in the United States.
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Abstract
Over the last several decades, the fortunes of regions and communities across the United States have stopped converging. Evolving patterns of trade and technology, among other factors, have created concentrated prosperity while leaving many places behind. In order to formulate an effective policy response at the local, state, and federal levels, it is necessary to understand how economic activity has shifted, as well as the factors that are associated with success or failure for particular places. To present a full picture of which places are thriving, how that picture has changed over time, and what factors are associated with success or failure, we created the Vitality Index, which measures the economic and social well-being of a place. We find that places in 1980 with higher levels of human capital, more diverse economies, lower exposure to manufacturing, higher population density, and more innovative activity tended to have higher vitality scores in 2016. Further, both the differences in fiscal capacity among states and declining migration rates can reinforce differences in economic outcomes across places. The analysis in this chapter underscores the complicated overlap of gaps across places: differences across regions, states, and counties are all substantial, as are differences within counties.

Introduction
Where people live is a crucial determinant of their economic opportunities. While much of economics concerns differences across individuals—gaps in income, wealth, and education—it is also important to examine differences across places; these geographic disparities can indicate important constraints on individual opportunity as well as failings of public policy to lay the groundwork for economic growth.
There is wide variation in economic outcomes across the United States. Not all economic gaps are surprising or new: for example, urban regions are on average richer than rural areas, and New England has a higher average income than the Southeast (U.S. Bureau of Economic Analysis [BEA] 2017). More surprising is that these regional patterns overlay dramatically different economic outcomes across counties in the United States, and that in recent decades struggling places have made unusually little headway in catching up with prospering places.

These gaps between counties are stark, with substantial inequality on a number of dimensions. Median household income in the top quintile of counties in the United States is more than twice as high as median household income in the bottom quintile of counties, and poverty rates are nearly three times as high in the worst-performing counties compared to top performers (see table 1). Other measures tell similar stories: unemployment rates are twice as high in the worst-performing counties, and 15.9 percentage points fewer prime-age (25–54) residents are employed in the worst-performing counties compared to the best-performing counties. These are striking disparities: consider that the national decline in prime-age employment from 2000 through 2010 was a comparatively small 6.4 percentage points, and this decline has generated concern among

| TABLE 1. Worst-Performing and Best-Performing Quintiles of Selected County Indicators |
|----------------------------------------|--------|--------|--------|
| Median household income                | $40,300 | $83,000 | $42,700 |
| Poverty rate                           | 22.7%   | 8.1%    | 14.6 p.p. |
| Unemployment rate                      | 10.7%   | 5.8%    | 5.9 p.p. |
| Prime-age EPOP                         | 66.7%   | 82.6%   | 15.9 p.p. |
| Housing vacancy rate                   | 21.7%   | 5.2%    | 16.5 p.p. |
| Life expectancy                        | 75.8 years | 81.8 years | 6.0 years |

Source: American Community Survey (ACS; Census 2012–16); authors’ calculations.

Note: Quintiles are calculated separately for each variable. For household income, population-weighted quintiles of county median household income are first calculated, and then population-weighted averages of median household income—within each quintile—are presented in the table. EPOP is the employment-to-population ratio. P.p. refers to percentage points.

Labor market disparities are accompanied by large gaps in life expectancy as well as differences in housing markets. Life expectancy is six years higher in the counties with the highest life expectancy compared to those with the lowest, and the share of houses in an area that are vacant is more than four times as high in counties from the worst-performing quintiles versus the best-performing quintiles. Taken together, these gaps suggest a meaningfully different economic life for residents in some counties relative to others.¹

To present the full picture of which places are thriving, we created the Vitality Index, which measures the economic and social well-being of a place. Whereas county median income and poverty rates are the most important components of this index, the other variables described in table 1 also play important roles. See box 1 for a description of the index and its construction.

**FIGURE 1.**
Vitality Index by County

Source: ACS (Census 2012–16); authors’ calculations.
Note: Yellow counties have below-average vitality and blue counties have above-average vitality. Darker counties have larger populations.
BOX 1.
The Vitality Index

We construct a composite measure of several different indicators to determine a county’s vitality in 1980 and 2016. Employing a statistical technique called “confirmatory factor analysis,” we create an index that summarizes the common variation of several measures of economic activity and well-being. The indicators and their relative weights in the formation of the index are as follows:

- Median household income (45 percent)
- Poverty rate (24 percent)
- Life expectancy (13 percent)
- Prime-age employment-to-population ratio (9 percent)
- Housing vacancy rate (5 percent)
- Unemployment rate (4 percent)

We chose these characteristics to provide a well-rounded—though necessarily incomplete—picture of the conditions that directly reflect economic and social well-being in a county. By contrast, we excluded from the index other important factors such as education, population density, and industry composition. Those characteristics of a place arguably do not themselves reveal whether a place is struggling or flourishing; rather, they might be responsible for generating or predicting that vitality. For example, the college-educated share of the population may be causally related to the vitality of a place, but in and of itself a higher share of college-educated residents does not necessarily mean that a place has greater vitality than another county with equivalent income, poverty, life expectancy, and other similar conditions. We also exclude variables such as employment growth that may largely be a function of changes in population; however, we include employment rate indicators to summarize the labor market as well as vacancy rates to distinguish places that are hollowing out from places that are flourishing.

The Vitality Index is calculated in 1980 and 2016 for all counties in the contiguous United States. Counties with a Vitality Index above zero are doing better than the (population-weighted) average county, and those with a vitality score below zero are doing worse.
Because the measure puts the six variables on the same scale before combining them, a growing spread in any given variable would not be represented by a change in the index over time.

Other organizations have created indices that measure the economic well-being and standard of living of places, using a variety of variables and levels of geography. Examples include The New York Times’ Upshot ranking of counties (Flippen 2014), the Economic Innovation Group’s Community Distress Index (Economic Innovation Group 2017), Moody’s Regional Diversity, Volatility, and Vitality Index (Lafkis and Fazio 2017), and the Brookings Metropolitan Policy Program’s Metro Monitor (Shearer et al. 2018), which tracks the 100 largest metro areas. Relative to other approaches, one virtue of our Vitality Index is that it does not stipulate equal weight for all its component measures. Rather, the use of confirmatory factor analysis allows us to assign weights to components depending on how closely associated they are with the underlying county vitality we seek to capture.

For a more detailed description of the Vitality Index and its construction, see the accompanying online technical appendix.

Figure 1 shows the Vitality Index for 2016, with blue counties receiving the highest scores and yellow counties receiving the lowest. The map also depicts relative population by representing populous areas in darker colors and sparsely populated areas with lighter colors. The Vitality Index shows that in 2016 the East Coast metropolitan areas and their suburbs, many West Coast cities, and the upper Midwest and Plains regions were thriving. Some of the high-vitality parts of the upper Midwest in particular appear lighter on the map due to their relatively small populations. And a few successful cities score high on the index (e.g., Denver, Raleigh, and Seattle) even when the surrounding regions often score much lower.

In contrast, broad swaths of the rural South, Southwest, and lower Midwest have below-average vitality scores. Except for a few better-performing cities, most of the South is below average, and virtually all of Arkansas, Kentucky, Mississippi, and West Virginia have low scores. Not all cities are thriving. Detroit, Gary, New Orleans, Toledo, and a number of other Midwestern and southern cities have low scores. While more of the map appears yellow than blue, this reflects the fact that many of the highly successful urban
areas are geographically small (but populous) compared to some large rural counties that score lower on the index.⁷

**Economic Convergence Has Slowed**

That there are differences within the U.S. economy or that some places are wealthier than others is not news. But it is newsworthy that struggling places have made unusually little headway in catching up with prospering places over the past few decades.

In the past, the usual process of convergence was one in which struggling places grow faster than places that are already thriving, thus closing the gap between them. Even vast disparities between areas can be eliminated over time as families move, businesses form and relocate, and policies are altered to better support growth. This dynamic had generally characterized places and regions in the United States through the middle of the 20th century. The Southeast rose from 50 percent of average national income in 1930 to 86 percent by 1980; during the same time New England fell from 130 percent to 105 percent as the rest of the country caught up.

Furthermore, if a negative economic shock hit a particular place, subsequent recovery tended to reverse the local downturn. In some cases people moved away, and in other cases economic activity returned, but when unemployment rose in a given region it did not tend to stay high. In

**FIGURE 2.**

Per Capita Income Relative to the National Average by Region, 1929–2017

Source: BEA 1929–2018; authors’ calculations.

Note: Regions are BEA regional categories.
The Geography of Prosperity

In particular, high (or low) unemployment rates did not tend to persist from 1975 to 1985 (Blanchard and Katz 1992). More recently, unemployment rates have become far more persistent; local areas with high unemployment continue to have high unemployment in later years (Autor, Dorn, and Hanson 2013; Kline and Moretti 2013; Rappaport 2012). Moreover, the rate of prime-age men in a particular place who did not work in 2010 is highly correlated with that same rate in 1980 (Austin, Glaeser, and Summers, forthcoming).

Robust convergence in regional income is also apparent throughout much of the 20th century. States were converging economically from the late 1800s to the 1980s, in terms of both per capita income and gross state product (Barro and Sala-I-Martin 1991). For example, southern states had low per capita incomes in 1880 and subsequently had relatively high growth rates. Indeed, figure 2 shows that per capita income among different regions of the United States converged toward the national average until about 1980.

However, this century-long trend appears to have ended. After 1980 per capita income convergence slowed dramatically, and perhaps even reversed to become slightly divergent. Ganong and Shoag (2017) document these trends at the state level, pointing to high housing costs in desirable areas.


Note: Median household income is deflated using the CPI-U-RS. Bubble size is proportional to county population in 1980. Growth in real median household income is the annualized rate.
and decreased net migration as factors slowing convergence. Austin, Glaeser, and Summers (forthcoming) find evidence consistent with a lack of convergence in median incomes for prime-age men at a more local level from 1980 to 2010.9

In our analysis of county-level data from 1960 to 2016 we find similar patterns. Figure 3a shows median household income in 1960 plotted against the annualized percent change in real median household income from 1960 to 1980. The fact that there is a negative relationship indicates that counties with low 1960 incomes tended to have higher percent increases in incomes from 1960 to 1980, allowing them to converge toward the richer counties. However, since 1980 this relationship has completely broken down. Figure 3b shows that there was no relationship between 1980 income levels and subsequent income growth. Some poorer counties were able to make progress—for example, low-income counties in the Atlanta and Memphis areas—but many were not. Similarly, though a few initially richer counties—for example, counties in the Cleveland and Indianapolis areas—experienced a relative decline, many did not. In the aggregate, though, recent years have seen no convergence between poorer and richer counties.10

HOW PLACES HAVE CHANGED

To better understand how particular places have changed over time, we use the county-level Vitality Index—which encompasses more outcomes than just household income—to explore which counties are prospering and which are struggling.

County vitality has been relatively persistent over the past 40 years: the counties that are doing well continue to do well, and the counties that are not doing well continue to lag (figures 4a and 4b). One exception is the upper Midwest, which had many below-average vitality areas in 1980. With the relatively recent boom in U.S. oil and gas extraction (in particular the rise of hydraulic fracturing, or fracking), some areas in North Dakota, South Dakota, and northern Nebraska have experienced substantial increases in vitality. Conversely, many (though not all) of the core Midwest manufacturing cities slid down the Vitality Index: for example, figures 4a and 4b show Michigan and Ohio with lower vitality in 2016 than in 1980.

But, for the most part, if a county had low vitality in 1980 it was likely to have low vitality in 2016. Table 2 shows that 71 percent of counties in the bottom vitality quintile in 1980 remained there in 2016, and fully 92 percent remained in the bottom two quintiles. On the other end of the distribution, 58 percent of the counties in the top vitality quintile remained there over
FIGURE 4A.
Vitality Index by County, 1980

Source: 1980 Decennial Census and ACS (Census 1980, 2012–2016); authors’ calculations.
Note: Map break points are based on 2016 population-weighted vitality. Yellow counties have below-average and blue counties have above-average vitality. Darker counties have larger populations. Gray counties are those that did not exist in 1980.

FIGURE 4B.
Vitality Index by County, 2016
our sample period, and 87 percent remained in the top two quintiles. The places in the United States with the most consistently high levels of vitality are the Northeast corridor; West Coast areas including Los Angeles, Seattle, and Silicon Valley; and cities throughout the country, including Atlanta, Austin, Denver, and others.

Against a backdrop of relatively high overall persistence in vitality, figure 5 highlights areas of both positive and negative change. The Rust Belt extending throughout Indiana, Michigan, Ohio, and Pennsylvania saw steep declines in vitality over this period. As noted above, areas throughout the Dakotas south through Texas saw increases in vitality, likely driven by oil and gas extraction. However, given that these areas are relatively unpopulated, they show up only as light blue in figure 5. It is important to note that in some cases changes in vitality can tell a story quite different from that told by levels of vitality. For example, counties in Minneapolis and St. Paul experienced decreases in vitality, but the largest county in that metropolitan area was still in the top quintile of vitality in both periods.

The eight counties that began in the bottom quintile in 1980 and ended in the top quintile in 2016 are all low-population counties in fracking areas (Nebraska, North Dakota, and South Dakota). However, New York County (i.e., the borough of Manhattan) jumped from the second-to-last quintile to the top quintile and is consequently in the 99th percentile for change in

### Table 2.

**County Vitality Mobility by Quintile, 1980–2016**

<table>
<thead>
<tr>
<th>1980 Vitality quintile</th>
<th>2016 Vitality quintile</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (lowest)</td>
<td>71% 21% 5% 2% 1%</td>
</tr>
<tr>
<td>2</td>
<td>23% 41% 19% 12% 5%</td>
</tr>
<tr>
<td>3</td>
<td>5% 27% 34% 22% 12%</td>
</tr>
<tr>
<td>4</td>
<td>0.5% 10% 31% 34% 24%</td>
</tr>
<tr>
<td>5 (highest)</td>
<td>0.0% 2% 11% 29% 58%</td>
</tr>
</tbody>
</table>

Source: 1980 Decennial Census and ACS (Census 1980, 2012–16); authors’ calculations.

Note: Quintiles are county-weighted.
vitality from 1980 to 2016, higher even than San Francisco. Conversely, counties in Flint and New Orleans are two of the eleven counties that were in the top quintile in 1980 but fell to the second-to-last quintile in 2016, due to the decline in auto manufacturing and Hurricane Katrina, respectively.

Figure 6 highlights the Vitality Index in both 1980 and 2016 for an illustrative set of counties. For example, many coastal cities that were notably below average in 1980 are now among the highest vitality counties. By contrast, cities in the Rust Belt in 1980 had levels of vitality that were close to average. Rust Belt areas subsequently experienced substantial decreases in vitality from 1980 to 2016. This does not come as a surprise given the declines in the Rust Belt’s heavy manufacturing sector, which started before 1980 (Ohanian 2014).

Given that many have pointed to Pittsburgh as a model comeback city (e.g., Time 2015), it is particularly notable that the county containing Pittsburgh (Allegheny County) had only slightly above-average vitality in both 1980 and 2016. However, it is important to recall that much of the decline of Pittsburgh’s manufacturing sector took place throughout the 1980s; the subsequent rebound (some of which occurred near but outside Allegheny

FIGURE 5.
Change in Vitality Index by County, 1980–2016

Source: 1980 Decennial Census and ACS (Census 1980, 2012–16); authors’ calculations.
Note: Yellow counties decreased in vitality from 1980 to 2016 and blue counties have increased in vitality over that same period. Darker counties have larger populations. Gray counties are those that did not exist in 1980.
FIGURE 6.
Vitality Index for Selected Cities, 1980 and 2016

Source: 1980 Decennial Census and ACS (Census 1980, 2012–16); authors’ calculations.
Note: Cities refer to the largest county contained in the metropolitan statistical area.

FIGURE 7A.
Vitality Index by Region, 1980 and 2016

FIGURE 7B.
Change in Vitality Index by Region, 1980–2016

Source: 1980 Decennial Census and ACS (Census 1980, 2012–16); authors’ calculations.
Note: The Vitality Index is weighted based on region population in each year. Regions are BEA regional categories.
County) is therefore not isolated in our data. In some sense, the striking feature of Pittsburgh’s experience from 1980 to 2016 is that it did not decline in the way many other prominent Midwest manufacturing cities did.

At the regional level, the Southeast and Southwest were clearly struggling in terms of vitality in 1980, and are still not doing well. In contrast, New England and the Mideast (i.e., Delaware, the District of Columbia, Maryland, New Jersey, New York, and Pennsylvania) started above average in 1980 and improved from 1980 to 2016 (figures 7a and 7b). These patterns are consistent with previous findings of slowing regional convergence (Ganong and Shoag 2017) and contemporary regional disparities (Austin, Glaeser, and Summers, forthcoming). Some regions, though, saw a reversal of fortune. The Great Lakes region, which had above-average vitality in 1980, subsequently fell substantially below average by 2016 (experiencing the largest decline of any region). This Rust Belt decline is consistent with the Austin, Glaeser, and Summers characterization of what they call the “Eastern Heartland” as having suffered the most of all regions over the past 30 years.

What Explains County Vitality?

What do struggling (or thriving) places have in common? Having described the broad patterns of convergence—or lack thereof—and the regions that have prospered or struggled in recent decades, it is also important to characterize the factors that are associated with county vitality. Below we consider five factors—population density, the degree of industry concentration, the manufacturing share of employment, the share of those without a high school degree, and the share of college graduates—that help explain both vitality and its change over time. In total, these five factors explain 71 percent of the variation in vitality across counties in 1980, and 66 percent of the variation in 2016 (in both cases, contemporaneous values of the factors are used). They are also helpful in understanding the change in vitality across counties over time. While it is not possible from this analysis to infer the causal impacts of these common factors, understanding associations can lead to further research and can help to direct policy toward relevant considerations. To conclude the section, we also consider the relationship between vitality and measures of innovation.

**POPULATION DENSITY**

Both low- and high-density places can host thriving communities, and this is evident in our analysis. But one would ordinarily expect thriving, desirable places to attract migration that boosts their populations, and struggling places to experience population decline. Moreover, economic
changes can increase or decrease the relative productivities of rural, suburban, and urban areas with differing levels of population density.

Figure 8 shows the average Vitality Index for the most- and least-rural counties. In 1980 the second-least-rural areas were the most vital, indicating that relatively high-density places (though not the highest) were having the most success. Holding these categorizations fixed over time—i.e., tracking counties based exclusively on their 1980 categorization—we see that this pattern persisted into 2016. The most-rural counties saw some improvement, but continued to have the lowest vitality. The least-rural counties also saw improvement and are now about average.

Economists often invoke so-called agglomeration economies—the economic benefits derived from living and working in proximity—when discussing the relationship between population density and economic activity (e.g., Marshall 1920). Some industries have long benefited from clustering: the concentration of automotive manufacturers in southeast Michigan (with suppliers clustering in the broader region) is a prime example (Klepper 2010).

An important part of agglomeration economies is the labor market advantage that exists when there are many buyers and sellers of labor—

**FIGURE 8.**
Vitality Index by Quintile of Rural Population Share, 1980 and 2016

Source: 1980 Decennial Census and ACS (Census 1980, 2012–16); authors’ calculations.
Note: Quintiles are set based on 1980 rural population share. The Vitality Index is weighted by county population in each year.
that is, when labor markets are thick. Thick labor markets can benefit both workers and firms through better matches and lower risk (Bleakley and Lin 2012; Wheeler 2008). Better matches in turn can raise worker productivity, benefiting their particular areas and the country as a whole (Acemoglu 1997; Helsley and Strange 1990; Rotemberg and Saloner 2000, as cited in Moretti 2011). Agglomeration economies appear to be relatively strong for skilled workers in nonroutine jobs, but nonexistent for unskilled workers (Andersson, Klaesson, and Larsson 2014), suggesting that agglomeration interacts importantly with a county’s share of more-educated workers.

THE DEGREE OF INDUSTRY CONCENTRATION

Dense counties with thick labor markets tend to offer lower risk to workers, who can more easily find new employment after job loss (Moretti 2011). Similarly, a county may be exposed to less risk—for example, from evolving trade and technological conditions—when it features a wide range of industries. Indeed, state and local policymakers often seek to diversify their local economies to avoid these sorts of risks (e.g., McAuliffe 2014). We therefore examine the differences between counties with a relatively small number of dominant industries (high concentration) and those with a more even distribution of industries (low concentration) based on the share of employment in given industries.

FIGURE 9A. Vitality Index by Quintile of Industry Concentration, 1980 and 2016

FIGURE 9B. Change in the Vitality Index by Quintile of Industry Concentration, 1980–2016

Source: 1980 Decennial Census and ACS (Census 1980, 2012–16); authors’ calculations.

Note: Quintiles are set based on 1980 industry concentration. The Vitality Index is weighted by county population in each year. Industry concentration is calculated using a Herfindahl-Hirschman Index of industry employment shares.
Figures 9a and 9b show the level of and change in vitality by quintiles of industrial employment concentration. In 1980 there was not much of a discernable relationship between county vitality and the concentration of workers in a given industry, with all five quintiles grouped relatively close to each other, and none much more than 0.1 standard deviations from the national average of vitality. In contrast, those counties that had been highly concentrated in terms of employment in 1980 did not fare well by 2016. Those counties experienced the largest decline, and now have substantially lower vitality scores, on average.

THE MANUFACTURING SHARE OF EMPLOYMENT

The decline in vitality for counties with more industry concentration may be related to trends in manufacturing: areas that were dependent on the manufacturing sector in 1980 did not fare well throughout the process of deindustrialization that has taken place throughout the late 20th century. For example, the United States lost about 850,000 jobs in the steel and auto industries from 1977 to 1987, with large volumes of subsequent out-migration from struggling places (as cited in Feyrer, Sacerdote, and Stern 2007). The share of manufacturing in employment in 2000 was also correlated with employment declines in the 2000s—in other words, employment did not completely reallocate to other sectors after manufacturing employment losses (Charles, Hurst, and Schwartz 2018).

Consequently, figures 10a and 10b focus on the manufacturing employment share, giving a sense of how manufacturing-dependent counties have fared relative to others. The results are striking: in 1980 the places with more manufacturing employment generally scored higher in vitality; by 2016 the counties most dependent on manufacturing in 1980 scored the lowest. Furthermore, when controlling for population density, educational attainment, and industry concentration, a higher share of manufacturing employment is correlated with a higher vitality score in both 1980 and 2016, but having high manufacturing dependency in 1980 is one of the strongest predictors of a decline in vitality over time.

The two most commonly cited causes of deindustrialization and the shrinking share of employment in manufacturing are U.S. trade policy and technology. One common formulation of the trade argument is that a combination of rising foreign competition—most importantly from China—and certain U.S. trade policy decisions have put pressure on domestic U.S. manufacturing, resulting in job losses in that sector (Asquith et al. 2017). The technology explanation is that, over the past four decades, technologies like computerization and other forms of task automation have entered the workplace en masse, with different effects in different sectors.
(Autor, Dorn, and Hanson 2015). According to this explanation, while the service sector experienced job polarization, manufacturing underwent large-scale automation in ways that have increased labor productivity and reduced the need for labor in manufacturing. Most economists agree that the loss in manufacturing employment is the result of some combination of the two (Fort, Pierce, and Schott 2018).

Areas with more manufacturing clearly suffered from adverse trade and technological shocks, but they also may have suffered from underinvestment in human capital. Goldin and Katz (2009) find that places with more manufacturing activity invested less in education because the opportunity cost was too high: workers’ time was better spent supplying labor than acquiring more education. Indeed, counties with more manufacturing employment in 1980 tended to have a smaller fraction of college-educated individuals. As discussed in the next section, this became a problem for counties once manufacturing employment contracted and the labor market advantage of a college education became much larger.

**EDUCATIONAL ATTAINMENT**

The past few decades have seen a dramatic increase in the gains that flow from higher educational attainment. From 1980 to 2017 the wage advantage

---

**FIGURE 10A.**

Vitality Index by Quintile of Manufacturing Employment Share, 1980 and 2016

**FIGURE 10B.**

Change in the Vitality Index by Quintile of Manufacturing Employment Share, 1980–2016

Source: 1980 Decennial Census and ACS (Census 1980, 2012–16); authors’ calculations.

Note: Quintiles are set based on 1980 manufacturing employment share. The Vitality Index is weighted by county population in each year.
of a bachelor’s degree over a high school diploma more than doubled, rising from 32 percent to 67 percent for full-time, prime-age workers (BLS 1980–2017; authors’ calculations). Households headed by an individual with a college degree have a median family net worth more than 4 times larger than that of families headed by individuals with only a high school diploma, and almost 13 times larger than that of families with heads who have less than a high school diploma (Survey of Consumer Finances [Board of Governors of the Federal Reserve System 2016]; authors’ calculations). Places with many college graduates benefited accordingly; a county’s average level of educational attainment (both in terms of high school and college completion) is the strongest predictor of vitality that we find in our analysis.

Figure 11a shows that Vitality Index scores are lower for counties with a higher share of individuals who have less than a high school education; conversely, figure 11b shows that counties with a higher share of college-educated people are substantially more successful. The magnitude of the association is worth emphasizing. Counties with the highest share of individuals without a high school diploma were a full standard deviation below the average county in 1980 and almost two standard deviations below in 2016.
below those in the top quintile of high school graduates. This difference in vitality is roughly four times the difference in vitality between the top and bottom quintiles of rural population share, and is also a much larger difference than for other measures we examine. When examining the share of the population that has a bachelor’s degree, the association with vitality has grown slightly, with the lowest college attainment counties seeing their Vitality Index decline and those counties with the highest share of college graduates in 1980 seeing a further increase in their Vitality Index.\textsuperscript{15}

College attainment directly benefits graduates, but it also generates positive spillovers that likely improve county vitality. Workers without college degrees experience stronger salary gains if they live in cities with faster growth in the number of residents with a college degree relative to cities where college attainment has stagnated (Moretti 2004). A city’s level of educational attainment is also important for future wage and housing price growth (Glaeser and Saiz 2004).

The relationship between vitality and education demonstrated in figures 11a and 11b is consistent with evidence from Giannone (2018), who finds that skill-biased technical change—innovations that disproportionately benefit skilled workers—can explain to some extent both regional divergence since the 1980s and cross-city wage differentials.

Given its relevance to counties’ success, it is important to track changes over time in how the educated population is distributed across the country. Two patterns are immediately apparent. First, counties with high fractions of people in 1980 who had not graduated high school generally were able to catch up in terms of high school graduation with counties that had lower such fractions: in other words, we observe convergence at the bottom of the educational attainment distribution (see figure 12a). It is worth noting, though, that this improvement came with only a small improvement in relative vitality. These counties have closed the gap to some degree, but still lag the rest of the country in terms of the share without a high school diploma. It might be that as more and more work requires a minimum of a high school diploma, having 20 percent of the population without one today may be effectively as damaging as having 50 percent of the population without one in 1980. Second, counties with low fractions of people in 1980 who had received four-year college degrees experienced only small increases in that fraction through 2016, while counties that already had a higher share of college graduates made even more gains (see figure 12b). In other words, we observe divergence at the top of the educational attainment distribution: more-educated places have tended to become even more educated over time.\textsuperscript{16} This is consistent with the slight intensification of the
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association between vitality and share of the population with a bachelor’s degree in 1980.

INNOVATION AND PATENTING

Closely related to educational attainment is the local volume of innovative activity, as proxied by the number of patents generated within counties. There are large regional disparities in innovative activity across the country (Chatterji, Glaeser, and Kerr 2014). In 1975 almost half of all counties had no patent activity at all. Moreover, patenting is highly concentrated in metropolitan areas and near research universities (Shambaugh, Nunn, and Portman 2017).

Figure 13 relates county per capita patenting activity in 1975 (the closest year of available data to our baseline year of 1980) to vitality in 1980 and 2016. The relationship is similar in the two years: counties with more per capita patents have higher vitality scores. This association is consistent with the emphasis on local innovative activity in Moretti (2012).
What Keeps Struggling Communities from Catching Up?

DISPARITIES IN STATE REVENUE CAPACITY

As explained previously, there has been little to no economic convergence since 1980. One factor that can reinforce differences in economic outcomes across places is the quality of investments in local public goods. State and local governments that are struggling may have difficulty paying for such investments, which in turn limits economic opportunity for residents. In addition, places with more-limited resources will likely be less resilient in the face of negative shocks related to trade, technology, and other factors.

We therefore document states’ capacity to raise revenue, as well as the gap between revenue capacity—i.e., the potential revenue that a state could access—and actual state revenues. We refer to this latter concept as states’ revenue effort because higher values indicate that a state is choosing to raise more of its potential tax revenue through some combination of higher tax rates and a broader taxable base. In this way we distinguish between, (a) the resources that a state could potentially access for public investments, and (b) the actual policy choices that determine whether a state raises much or little revenue.
One commonly used measure of potential revenue is the U.S. Treasury Department’s (Treasury’s) estimates of Total Taxable Resources (TTR). For any given state, TTR is the sum of all potentially taxable income flows, including capital gains, for example, but excluding social insurance contributions (Treasury 2002). Figure 14a shows the distribution of TTR per capita by state in 2015. Some states have considerably more resources available to tax: for example, Connecticut and North Dakota have relatively high potential taxable resources at over $87,500 and $79,000 per person, respectively—higher than the United States average of $62,300 (Treasury 2017). States in the Northeast and on the West Coast tend to have greater per capita revenue capacity, whereas states in the South generally have less. Many of the Plains states also have high TTR per capita, although much of their recent increase in capacity is likely attributable to oil and gas extraction.  

The revenues that states choose to raise are distributed somewhat differently across the United States. Figure 14b depicts an index of states’ revenue effort—the ratio of a state’s total tax revenue per capita to its TTR per capita—relative to the national average. Whereas states like Texas and New Hampshire have above-average revenue capacity, they have very low revenue effort. By contrast, a state like Arkansas has low taxable resources, but chooses to tax a relatively large portion of those resources. States like New York and California, which have relatively high potential revenue, also have high revenue effort. On average, despite the higher revenue effort in some places with low revenue capacity, low-vitality counties are in places with fewer resources to spend, meaning reduced public goods, education spending, social support spending, and other investments that help lift counties or individuals out of challenging circumstances.

**DECREASING MIGRATION**

Migration has historically been an important mechanism by which labor markets equalize incomes across regions, as well as an important driver of wage growth (Ganong and Shoag 2017; Nakamura, Sigurdsson, and Steinsson 2017). In recent years, however, geographic mobility has declined (Molloy, Smith, and Wozniak 2011; Molloy et al. 2016; Shambaugh, Nunn, and Liu 2018). Figure 15 depicts the decline in both intercounty and interstate migration. It is not fully clear what is driving this decrease in migration. Ganong and Shoag (2017) point to increasing housing costs that make it difficult for low-skilled workers to move to more-productive places. Other research suggests that increasing occupational homogeneity across states has made it less necessary to move in order to access better employment opportunities.
The Geography of Prosperity

FIGURE 14A.
Total Taxable Resources per Capita by State

Source: Census 2015; Treasury 2017; authors’ calculations.
Note: Total taxable revenue is shown for the most recent year of data, which is 2015.
The index of revenue effort is the ratio of the per capita tax revenues to the per capita
total taxable resources. It is indexed to the population-weighted national average.

FIGURE 14B.
Revenue Effort by State

Source: Census 2015; Treasury 2017; authors’ calculations.
Note: Total taxable revenue is shown for the most recent year of data, which is 2015.
The index of revenue effort is the ratio of the per capita tax revenues to the per capita
total taxable resources. It is indexed to the population-weighted national average.
Looking within Counties at Income Inequality and Poverty

Income inequality for the nation as a whole is high and rising. The Gini coefficient—a statistical measure of income inequality—in the United States rose from 0.40 in 1980 to 0.48 in 2016 (Census 2017). Some of this inequality is associated with disparities across geographic areas of the kind previously discussed in this paper, but there are also important disparities within counties.

In fact, not only has the United States overall seen an increase in inequality, but also counties across the United States have tended to become more unequal over time: the median county Gini coefficient has risen from 0.36 in 1980 to 0.46 in 2016.20 However, internal inequality has risen most quickly for counties that were initially the most egalitarian, as shown in box figure 1.

Turning to county poverty rates, there is a large gap between the lowest quintile of county poverty (8 percent) and the highest quintile (23 percent) in 2016. These rates have converged somewhat since 1980. Poverty rates have gone up in the areas that
previously had low poverty, while some high-poverty counties saw a decrease.²¹

The fact that poverty has gone up in previously low-poverty counties, or for that matter the fact that the poverty rate is still on average 8 percent in the lowest-poverty counties, underscores that being in a successful place does not eliminate the likelihood of being in poverty. A considerable number of very-low-income individuals live in counties that are doing well overall: 7 percent of extreme poverty Census tracts—tracts with a poverty rate of at least 40 percent—are in counties in the top quintile of median household income.

BOX FIGURE 2.
Median Household Income in the District of Columbia, by Census Tract

To take one example, the District of Columbia has experienced a sizable improvement in vitality from 1980 to 2016, moving from the second to fourth quintile of vitality. With a median household income in 2016 of $73,000, which is well above the national average, the District of Columbia nonetheless contains 20 extreme poverty
Census tracts and a concentrated poverty rate—the share of poor people living in extreme poverty Census tracts—of 22 percent. Box figure 2 shows median household income by Census tract within the District, illustrating the stark divides that exist within the nation’s capital. In the next chapter of this volume, Bradley Hardy, Trevon Logan, and John Parman examine the interaction between racial and geographic disparities, which is a particularly important part of the story in the District of Columbia.

FIGURE 15.
Prime-Age Migration Rates across Counties and States, 1981–2017

Note: Data are restricted to respondents ages 25–54. Data are interpolated for 1985 and 1995.

(Kaplan and Schulhofer-Wohl 2017). In addition, Molloy, Smith, and Wozniak (2014) find that the returns to switching jobs have decreased over time.

Though decreased migration rates could be a cause for concern in their own right, low and falling mobility could also play a role both in exacerbating economic disparities between places and in slowing the rate of convergence. Moreover, falling migration rates could raise the returns to place-based policies, making it less likely that subsidies intended for local residents are
instead captured by those who initially lived outside the target location, or by landowners in the struggling location (Kline and Moretti 2014). In fact, the positive association between county vitality and net prime-age migration into a county has weakened over time. This relationship is affected somewhat by house prices: when controlling for house prices in 2016, the relationship between migration and vitality strengthens, but house values do not change the relationship between vitality and migration in 1980 (authors’ calculations; not shown). This suggests that house prices might matter more for migration today than they did in the past as high housing prices in high vitality areas dissuade in-migration.

There is also evidence that people are not necessarily moving from low- to high-vitality counties. In fact, looking at migration data from 2015 to 2016, more than a third of people moving from a low-vitality county moved to a different low-vitality county, while just 13 percent moved to a high-vitality county. In contrast, the bulk of people moving to high-vitality counties were coming from relatively high-vitality counties (see table 3). The limited extent of movement from struggling to thriving places may be an additional reason to take place-based policies more seriously today than in the past. Places are not converging quickly in economic outcomes, and people are often not moving to thriving places.

**TABLE 3.**
County-to-County Migration by Quintile of Vitality Index in 2016

<table>
<thead>
<tr>
<th>Origin</th>
<th>Destination</th>
<th>1 (lowest)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5 (highest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>34%</td>
<td>22%</td>
<td>13%</td>
<td>18%</td>
<td>13%</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>18%</td>
<td>21%</td>
<td>23%</td>
<td>24%</td>
<td>15%</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>11%</td>
<td>24%</td>
<td>19%</td>
<td>21%</td>
<td>24%</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>12%</td>
<td>19%</td>
<td>17%</td>
<td>25%</td>
<td>27%</td>
</tr>
<tr>
<td>5</td>
<td>5 (highest)</td>
<td>7%</td>
<td>11%</td>
<td>17%</td>
<td>25%</td>
<td>39%</td>
</tr>
</tbody>
</table>

Source: Internal Revenue Service Statistics of Income (IRS 2015–16); ACS (Census 2012–16); authors’ calculations.

Note: Percentages are probabilities of migration to a particular destination quintile for a given origin quintile. The Vitality Index is weighted by 2016 county population. Migration data consist of gross outflows from a county. Migration for a particular county origin-destination pair is observed only if at least 20 individuals moved from the origin to the destination over 2015–16.
Conclusion

The wide gaps in economic outcomes across places are striking: for example, prime-age labor force participation is 83 percent in the top quintile of counties but only 67 percent in the bottom quintile. At both the regional and county levels, convergence in income and overall vitality has slowed, making it less likely for struggling places to catch up to the rest of the country. Furthermore, the parts of the country with the most college graduates were already more successful in 1980 and have increased their lead in both education and economic vitality.

Along with the diminished geographic mobility of individuals, slowing convergence can make gaps across places more-permanent impediments to economic opportunity. Rather than a single economy offering broadly similar chances for advancement, the United States appears to be more a collection of disconnected economies with vastly different opportunities for economic advancement. Compounding this problem is a federal system that makes very different investments in local public goods depending on the resources of particular state and local governments.

It is therefore important to examine both the gaps across places and the characteristics of a place that have been associated with success or struggle. The analysis in this chapter underscores the complicated overlap of gaps across places: differences across regions, states, and counties are all substantial, as are differences within counties. This analysis affirms the central role of education in facilitating economic success, and also highlights the challenges that rural, manufacturing-intense, or highly undiversified regions face. Finding appropriate remedies in public policy will require a careful analysis of all of these patterns.
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Endnotes

1. As documented in Chetty et al. (2014), an individual’s location of birth is also closely tied to their chances of increasing their economic standing. For example, in the bottom quintile of county upward mobility, a child born to parents in the 25th percentile of the income distribution reach, on average, the 36th percentile of the income distribution by the time they are 30. If born in the top quintile of county mobility, that same child would reach the 48th percentile of the income
distribution.

2. We calculated 2016 vitality using data from the 2012–16 five-year ACS published tables. Any reference to 2016 vitality is based on data from this five-year time span.

3. It would be reasonable to adjust median household income for cost of living, but we opted to not do this for two reasons. First, cost-of-living estimates that are comparable across places are not available for 1980. Second, cost of living may vary for reasons that are directly related to the county vitality we seek to measure. For example, a place with stronger labor demand or better local public goods could attract in-migration that contributes to higher housing prices. Finally, cost of living may reflect the amenity value of a place, and not simply inflated prices for the same goods and services.

4. In an unreported analysis, we incorporated rates of business formation into our vitality measure; however, it made only a negligible contribution to the measure, which is perhaps due in part to its being driven by shifts in population rather than differences in business dynamism.

5. Change in vitality, however, can be calculated only for counties that existed in both periods, and for counties for which data exist on all the Vitality Index components.

6. The maps used throughout this chapter are Value-by-Alpha, or VBA, maps. For more information on VBA maps, see Roth, Woodruff, and Johnson (2011).

7. The index and the break points on the maps are constructed to be weighted by population. An equal number of people live in both yellow and blue areas, even if there is not an equal amount of yellow and blue land area.

8. Amior and Manning (2018) find that the persistence in joblessness in the face of migration can be attributed to persistence in labor demand shocks.

9. Parilla and Muro (2017) find that in terms of productivity, convergence across metro areas continued until the early 2000’s, but was slowing down towards the end of the 20th century and has ended in the last 10 to 15 years.

10. We conduct a related analysis that examines convergence in vitality scores: If a place in 1980 is initially one standard deviation below the national mean of vitality, how many standard deviations of increase can we expect by 2016? The results of this analysis are in keeping with those focused on household income, although they have a somewhat different interpretation. When using a modified Vitality Index—which, for reasons of data availability, excludes life expectancy and incorporates the 16+ rather than 25- to 54-year-old employment-to-population ratio—we find strong convergence from 1960 to 1980, with weaker convergence from 1980 to 2016. In other words, the counties with low vitality are less likely to catch up to counties that are better off in the recent period than they were from 1960 to 1980.

11. Quintiles of rural population fraction are calculated as of 1980 and maintained through 2016. Population density and the percent of population that lives in a rural area of the county are highly negatively correlated, such that each is essentially the inverse of the other.

12. Here and in similar subsequent figures, we assign counties to bins (usually quintiles) based on initial-year values (in this case, 1980 values of rural population fraction) and then hold those assignments fixed when examining values in later years. In other words, counties remain within their initial bins.

13. One alternative possibility is that specialized places with employment concentrated in a small set of industries would benefit from enhanced agglomeration effects. However, there is some evidence that spillovers operate between industries, limiting the value of this type of industrial specialization (Glaeser et al. 1992).

14. We also constructed this figure while adjusting for industry mix (not shown). The most important differences made by this adjustment are (a) the least concentrated counties in 1980 score lower in vitality, and (b) the most concentrated counties in 2016 score somewhat higher.

15. While certainly correlated, the less-than-high-school share and college-educated share are distinct. Only roughly 50 percent of the counties in the highest quintile for college attainment are also in the quintile with the lowest share of individuals without a high school diploma.

16. Berry and Glaser (2005) document divergence in college attainment at the metropolitan area level from 1990 to 2000 and find that it is mainly driven by shifts in labor demand associated with the increasing wage premium for skilled people working in skilled cities.

17. Weighted based on county population in 1980 and 2016, respectively.
18. Counties that saw a decrease in poverty account for only 15 percent of the nation's population.
19. TTR is connected to vitality since both include a measure for income of a place. As such, county vitality is highly correlated with a state's TTR. This means that the lowest-vitality counties are often in the states that have the most limited resources to combat the problems in these counties.
20. Some of the decline in migration rate between 2000 and 2010 is likely due to a change in Census imputation procedure (Kaplan and Schulhofer-Wohl 2011).
21. Some have contended that barriers to migration to more-productive places may benefit less-productive places, if not workers themselves (Hsieh and Moretti, forthcoming).
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Abstract
Contemporary racial inequality can be thought of as the product of a long historical process with at least two reinforcing sets of policies: First are the policies governing the spatial distribution of the black population, and second are the policies that had a disparate impact on black individuals because of their locations. Understanding current black–white gaps in income, wealth, and education requires understanding the complex relationship between regional inequality, race, and policies at the local, state, and national levels. In this chapter we outline the ways that the spatial distribution of the black population has evolved over time and the ways that spatial distribution has interacted with policy to, at times, reduce and exacerbate levels of inequality. Recognizing the ways that past policies explicitly stymied black economic mobility and how current policies have explicitly or inadvertently done the same provides a basis for understanding how to craft future policies to reduce racial inequalities. Furthermore, recognizing the interconnection of discrimination and the spatial distribution of the black population is important for understanding certain components of regional and spatial inequality.

Introduction
Understanding the relationship between racial inequality and regional inequality requires recognizing just how different the spatial distribution of the black population is from that of the general population in the United States. Figure 1 depicts the distribution of the black population in the United States, showing the black population share at the county level. Given that these are population shares, the uneven distribution in figure 1...
is not driven by population densities. Black households are far more likely to live in the South or in urban areas in the Midwest relative to the general population and far less likely to live in the West.

The spatial distribution of the black population highlights two important facts when thinking about racial inequality. First, the modern distribution of the black population is still closely related to the historical distribution of the black population. The counties with disproportionately high black population shares today are the same counties that had large black populations before the Civil War. This fact underscores the notion that historical conditions may exert an influence on black outcomes today. Understanding modern links between regional inequality and spatial inequality requires understanding how slavery, Reconstruction, and Jim Crow shaped the geographic and economic mobility of black Americans.

The second issue raised is that the disproportionate concentration of black households in the South and urban counties of the Midwest suggest that any economic shocks to these regions, or long-standing differences in economic conditions between these regions and others, will disproportionately affect the black population and therefore impact levels of racial inequality. Most

**FIGURE 1.**
Distribution of the Black Population in the United States, 2010

Source: U.S. Census Bureau (Census) 2010b.
Note: Darker shades indicate counties with higher black population shares.
notably, the distribution in figure 1 bears similarities to the geographic distribution of poverty shown in figure 2.

While the two distributions do not perfectly overlap, it is clear that the concentrations of poverty in the Deep South tend to overlap with the counties with high black population shares. Even more striking is the similarity between the black population distribution and a map of economic mobility. Figure 3 depicts a particularly useful measure of black intergenerational income mobility from Chetty et al. (2018). The map depicts the mean income rank of black children growing up in a household at the 25th income percentile. Under complete economic mobility, the expected income rank of the child will simply be the mean income rank for the population, the 50th percentile. If there is no mobility, the expected income rank of the child will be that of their parents, the 25th percentile in this case.

Here we see a striking relationship between the spatial distribution of the black population and the economic mobility of that population. Areas with large black population shares are the areas where black individuals experience particularly low levels of economic mobility, with black children born into below-median-income families tending to remain below

FIGURE 2.
Share of Individuals in Poverty, 2010

Source: American Community Survey (Census 2010a).
Note: Data are restricted to the population for whom poverty status is determined.
the median income. In counties with a majority black population, a black child born to parents in the 25th income percentile achieves a mean income rank of only 32, barely any movement up the income ladder, while white children from the same counties achieve a mean income rank of 43. Not only do black households tend to live in regions with low incomes, but these regions also experience lower levels of economic mobility, potentially exacerbating regional inequality from one generation to the next. For every 10 percentage point–increase in the black population share, the expected mean income rank of children drops by 0.7 percentage points. What makes matters worse is that these regional inequalities seem to disproportionately harm black households. Figure 4 shows the same mean income rank for black children from figure 3 relative to the equivalent measure for white children. In nearly all areas of the country this difference is negative—suggesting that black children growing up in the 25th income percentile reach much lower rungs on the income ladder relative to white children growing up at the same income level in the same commuting zone.

Figures 1 through 4 suggest three different relationships between race, inequality, and mobility. Regions in the North and West with small black

FIGURE 3.
Mean Income Rank for Black Children Growing Up in a Household at the 25th Income Percentile

![Map showing income rank distribution across the United States.](image)

Source: Chetty et al. 2018.

Note: Data are calculated at the commuting zone level. The data include children born between 1978 and 1983. Areas are white if data are not available.
populations exhibit levels of mobility for black individuals that are higher and comparable to those of white individuals. Regions with high black population shares in the South have levels of mobility for black individuals that tend to be substantially lower than the levels for white individuals. Finally, regions with low black population shares in the South have higher levels of black mobility that, as in the North and West, are close to those of white individuals. However, these regions of the South have lower mobility rates overall for both white and black residents.

Focusing on these broad differences across regions ignores another important dimension of spatial inequality: differences within regions across cities, suburbs, and rural areas. Figure 5 shows the distribution of the white and black U.S. populations by the type of metropolitan area present in the county. The black population is more concentrated in the central counties of large metropolitan areas relative to the white population. The white population has higher concentrations in smaller metropolitan areas and in rural (noncore) counties. These black–white differences vary across regions. In the South white and black households are roughly equally likely to live in metropolitan areas: 83 percent of white individuals and 86 percent

**FIGURE 4.**
**Black Intergenerational Income Mobility Relative to White Intergenerational Income Mobility**

Source: Chetty et al. 2018.

Note: The data show the mean income rank for black children growing up in the 25th income percentile minus the mean income rank for white children growing up in the 25th income percentile. Areas are white if data are not available.
of black individuals live in metropolitan areas. However, the Northeast and Midwest regions present stark differences in the locations of white and black households. Metropolitan areas contain 96 percent of the black population in the Midwest and 99 percent of the black population in the Northeast. These shares are far lower for the white population, particularly in the Midwest where only 75 percent of the white population lives in metropolitan areas.¹

This difference in location within regions makes it inevitable that policies that differentially affect urban and rural areas will have disparate effects by race. A recent example of this is the proposed Medicaid work requirement in Michigan. The original version of Michigan Senate Bill 897 exempted individuals from this work requirement conditional on residing in a county with an unemployment rate above 8.5 percent. The spatial distribution of the white and black populations of Michigan meant that this exemption would have racially disparate impacts; given that poor white individuals disproportionately live in rural areas and black individuals live in urban areas, the higher unemployment rates in rural counties would

**FIGURE 5.** Distribution of Black and White Populations by County Type

![Bar chart showing distribution of black and white populations by county type]

Source: Census 2017.

Note: County types are defined by the size of the corresponding metropolitan statistical area (MSA). “Large central metro” refers to central counties of MSAs with a population of 1 million or more. “Large fringe metro” refers to fringe counties of MSAs with a population of 1 million or more. “Medium metro” refers to MSAs with a population between 250,000 and 999,999. “Small metro” refers to MSAs with a population between 50,000 and 249,999. “Micropolitan” refers to counties with an urban center with a population between 10,000 and 49,999. “Noncore” refers to areas without an urban center with a population of at least 10,000.
disproportionately exempt white Medicaid recipients from the work requirement within the bill.

Although—after considerable negative press—the exemption was dropped from the final version of the work requirement bill, this incident reveals the complex interplay between policy, inequality across space, and inequality between races. Even if a policy like the unemployment rate exemption in the Michigan bill is crafted without discriminatory intent, it can nonetheless increase racial inequality. In the following sections we explore how policy has shaped the geographic and economic mobility of the black population over the past century and a half, drawing from the large literatures on regional inequality and racial discrimination that have all too often been treated in isolation from one another.

The Historical Evolution of Black–White Gaps in Access to Opportunity

EMANCIPATION AND THE CONSTRAINTS OF JIM CROW

The end of the Civil War in 1865 marked an end to the starkest form of institutionalized discrimination but left a black population that, while free from legal bondage, faced considerable economic hardship. Immediately after the abolition of slavery, the black population found itself disadvantaged both by general regional inequality and by racial discrimination. The geographic distribution of slavery and constraints on the mobility of free blacks in the antebellum period resulted in large concentrations of the black population in the cotton-growing regions of the South at the time of emancipation, an area that corresponds quite closely to the areas in figure 1 with high black population shares today. As of 1880, 90 percent of the black population still lived in the South and 87 percent of the black population lived in a rural area. In contrast, only 24 percent of the white population lived in the South, and 72 percent of the white population lived in rural areas. This meant that black individuals were disproportionately affected by constraints on economic opportunity in the rural South. Over the second half of the 19th century, incomes in the South and the North diverged significantly, with average income in the South only half of the national average by 1900 (see Kim and Margo 2004 for extensive discussion of historical trends in regional income patterns). The destruction caused by the Civil War and the emergence of northern manufacturing while the southern economy remained predominantly agricultural contributed to these trends.
The black population therefore found itself in a region with far less economic opportunity than the rest of the nation. More importantly, that economic opportunity was further restricted by individual and institutionalized racism and political disenfranchisement. Discrimination in hiring by employers and intimidation of black workers through violence placed black workers at a direct disadvantage in the labor market. This discrimination can be seen at its worst in the relationship between lynching and economic conditions. Mob violence against southern blacks was higher when the price of cotton was declining and inflationary pressures were rising, making the economic conditions of white agricultural workers more precarious (Beck and Tolnay 1990). This violence also extended to attacks on economically successful black communities, most infamously with the destruction of the Greenwood community during the Tulsa race riot in 1921. Beyond labor markets, blacks also faced discrimination in credit markets, for example the discrimination in merchant credit documented by Olney (1998).³

Compounding this discrimination by individuals was the state-sanctioned segregation brought about through Jim Crow laws. This segregation impacted every aspect of life. Most directly related to black economic opportunity is the impact of Jim Crow on education. Segregated schools led to inferior educational opportunities for black children relative to white children, with black schools routinely underfunded relative to white schools (Baker 2016; Carruthers and Wanamaker 2013; Margo 1982). With segregated schools, hospitals, and other facilities, black individuals living in the same cities and towns as white individuals had access to far fewer resources.

Part of what enabled this discrimination in economic and social spheres of life were discriminatory restrictions on the right to vote. Despite large black populations in the South at the start of the 20th century, that population had no political power due to disenfranchisement and voter intimidation. Without the power of the ballot box, black Southerners remained subjected to overtly racist policies constraining their economic opportunities.

THE GREAT MIGRATION AND RISING RESIDENTIAL SEGREGATION

Given the severe constraints on economic opportunity in the South and large gaps in average incomes between the North and South, a natural response was migration from the South to the cities of the North. The Great Migration led to a substantial redistribution of the black population from the South to the urban areas of the Northeast and Midwest. One quarter of the black men born in the South who were between the ages of 30 and 40
lived outside the South by 1930 (Collins and Wanamaker 2014). This exodus of the black population would continue through the 1960s. This migration drew from both rural and urban areas of the South and significantly reduced the national black–white income gap (Collins and Wanamaker).

However, despite the gains for black workers from migrating across regions, economic opportunities remained limited by both individual racism and institutional discrimination, particularly in terms of residential location. As the black population moved North and into urban areas in search of economic opportunity, white households were moving as well. Neighborhoods were becoming increasingly segregated, with black households becoming concentrated in city centers while white households moved out to the suburbs. Cutler, Glaeser, and Vigdor (1999) describe this as the rise of the American ghetto, a period of marked increase in residential segregation in cities from the late 1800s through 1970. Figure 6 reproduces their estimates of the index of dissimilarity in American cities from 1890 through 1990, with a higher number representing more segregation.

This rise in segregation can be attributed in part to the movement of white households to the suburbs in order to avoid living in mixed-race neighborhoods. In this sense, the discriminatory preferences of white households fundamentally altered the spatial distribution of cities and their

FIGURE 6.
Index of Dissimilarity for U.S. Cities, 1890–2010

Source: Cutler, Glaeser, and Vigdor 1999; Glaeser and Vigdor 2012; authors’ calculations.
Note: Data for 1890–1990 are from Cutler, Glaeser, and Vigdor (1999). Data for 2000–10 are from Glaeser and Vigdor (2012). The index of dissimilarity measures how even the distributions of white and black households are across Census tracts in a city. Under complete segregation, the index is equal to one. Under complete integration, the measure is equal to zero.
surrounding areas in response to black migration. Card, Mas, and Rothstein (2008) demonstrate the presence of tipping points, critical black population shares typically between 5 and 20 percent, at which white households flee the city. They show that regional variation in racial tolerance influenced these tipping dynamics, with cities that are more racially tolerant having higher tipping points. Boustan (2010) demonstrates that each black arrival in a city led to 2.7 white departures. In an example of the unintended impacts of federal policy on racial inequality, Baum-Snow (2007) finds that the construction of limited-access highways facilitated (and partially subsidized) this suburbanization and consequently its differential impact on black and white urban residents. While the contribution of highways to white flight might have been unintentional, other aspects of highway planning were more overtly discriminatory. The routing of highways was at times intended to spare white communities while isolating or even destroying minority communities through eminent domain. A stark example of this is the impact of the interstate highway construction on Birmingham, Alabama (Connerly 2002).

Suburbanization had dramatic impacts on racial inequality. Two very different mechanisms are of particular importance. First, with the movement of white households away from city centers, jobs also moved away from city centers. This created conditions for spatial mismatch, in which black households in the city center became increasingly isolated from employment opportunities (e.g., Holzer 1991). In an interesting study of spatial mismatch, Boustan and Margo (2009) find that as employment opportunities moved away from city centers, black employment rose in postal work. Unlike other employers, it was not feasible to relocate central mail-processing facilities. This rise in postal employment for black individuals is therefore evidence of the decline in other employment opportunities as a consequence of white flight.

The second important mechanism is the funding of school districts. If wealthier households move away from urban school districts, the local tax revenue associated with those households moves with them. The result is inequality in school quality across districts, which translates into inequality in economic opportunity. Here we have another example of a policy, in this case decentralized school funding, that is seemingly race neutral as written but that can generate racial inequality in practice. The differences in funding across school districts are a critical component in explaining achievement gaps between students in suburban communities and those in urban or rural communities (Roscigno, Tomaskovic-Devey, and Crowley 2006). Although differences in school funding by race were driven by explicit race-funding formulas during Jim Crow in the South,
these differences persist because of the residential segregation of the black community. We expand on the discussion of school spending inequality later in the paper.

The relocation of white households to the suburbs and the concentration of black households in city centers is not simply the product of households’ preferences: it was aided by institutional discrimination that made it possible to formally exclude black households from white neighborhoods. Through the first half of the 20th century, black families could be excluded from neighborhoods through the use of racial covenants included in deeds. These racial covenants were ruled unenforceable by the Supreme Court’s *Shelley v. Kraemer* decision in 1948. However, racial restrictions were often still written into deeds until it became illegal to do so in 1968 with the passage of the Fair Housing Act. Restrictive covenants became an effective means to use the courts to enforce residential segregation throughout much of the development of American cities and suburbs.

Federal housing policy also contributed to the segregation of American cities by linking bank lending policies to the underlying racial distributions of neighborhoods. When the Home Owners’ Loan Corporation (HOLC) generated so-called residential security maps—that indicated the perceived risk level of real estate investments in particular areas and that were used to assist in the underwriting of home loans in the 1930s—they explicitly considered the racial composition of neighborhoods and the trends in that racial composition, with residents who were black or recent immigrants considered less desirable than white residents. Tying loan risk to the racial composition of neighborhoods helped white households to secure home loans in segregated neighborhoods while reducing the willingness of banks to lend in minority neighborhoods. This access to credit presented an additional barrier to the economic development of minority neighborhoods with long-run consequences. As an illustrative example, the top panel in figure 7 shows the HOLC residential redlining maps for Norfolk, Virginia. The green areas represent the lowest-risk areas for home loans, followed by blue, yellow, and finally red areas, which represent the redlined highest-risk areas. The middle panel of figure 7 shows the racial and spatial distribution in the present and the lower panel shows the present-day income distribution.

What becomes clear is that the areas that were redlined in the 1930s remain disproportionately poor and disproportionately black today. This pattern is supported more generally by recent work from Aaronson, Hartley, and Mazumder (2017) finding that redlining neighborhoods in the 1930s HOLC maps caused long-run declines in home ownership, house values, and
FIGURE 7.
Redlining and Modern Outcomes in Norfolk, Virginia

Source: Finn n.d.

Note: The top figure is the HOLC residential security map from the 1930s. The middle figure shows the current black population share by neighborhood, with deeper shades of blue representing higher black population shares. The bottom figure shows current median household income by neighborhood with dark green representing the highest incomes and pale orange representing the lower incomes.
credit scores relative to higher-graded neighborhoods. These residential security maps provide an example of federal policy that was implemented to stabilize the housing market in the wake of the Great Depression, having long-run impacts on spatial and racial inequalities in urban areas.

THE CIVIL RIGHTS MOVEMENT AND REMAINING HURDLES

Throughout the Jim Crow era, racial inequality was maintained through individual discrimination on the part of homeowners, lenders, and employers, as well as through laws and policies that implicitly, and at many times explicitly, constrained the geographic and economic mobility of the black population. The civil rights movement was in part a response to these issues and made great strides in ending many of the discriminatory aspects of federal, state and local policies. In 1954 Brown v. Board overturned the separate-but-equal doctrine and began the process of school desegregation. Then the 1960s ushered in several major pieces of legislation aimed at eliminating both the institutional discrimination faced by black individuals and discrimination by individuals in economic interactions. The Civil Rights Act of 1964 banned discrimination and segregation on the basis of race in schools, workplaces, and public accommodations. The Voting Rights Act of 1965 aimed to reverse the disenfranchisement of black individuals. The Fair Housing Act of 1968 made discrimination in the sale or rental of housing on the basis of race or any other protected class illegal. These acts were substantial steps forward in terms of eliminating the systematic discrimination that perpetuated racial inequality. However, they could not entirely eliminate the constraints on black economic opportunity.

Black individuals still face significant impediments to upward economic mobility, with many of those impediments tied to spatial inequalities. The local funding of schools limits the extent to which the desegregation of schools can equalize schooling resources across races. As long as residential segregation leads to an uneven distribution of black and white students across school districts, local school financing will lead to an uneven distribution of schooling resources by race in spite of Brown v. Board.

Despite the Voting Rights Act, the voting power of the black population is diminished by political boundaries that minimize the influence of the black vote and voter identification laws that disproportionately impact black voters. Since Reconstruction, Southern states have elected only 56 black politicians to the House of Representatives. Despite the concentration of black households in the South shown in figure 1, the South has elected only one black senator since Reconstruction (and elected only two black senators during Reconstruction). This lack of black representation is in
part the product of spatial inequalities. Gerrymandering can reduce the impact of the black vote. Perhaps more importantly, though, the residential concentration of the black population resulting from more than a century of segregation has diminished the strength of the black vote for federal office.

Finally, despite the Civil Rights Act and the Fair Housing Act, discrimination by private parties remains a significant constraint on black economic mobility. Audit studies based on résumés identical in terms of qualifications but differing only on race reveal that black job seekers are less likely to receive callbacks for interviews than white job seekers (Bertrand and Mullainathan 2004). Black home buyers continue to face discriminatory behavior on the part of real estate agents and lenders (Page 1995). While these types of discrimination may no longer be legally permissible, it remains difficult to eliminate the negative impacts of the individual biases and statistical discrimination faced by black individuals that contribute to racial inequality. Given the spatial concentration of the black population, this discrimination contributes to spatial inequality as well.

Welfare, Education, and Criminal Justice Policies

We build on our initial overview of historical segregation and discrimination and highlight studies that examine the role and importance of race within welfare, education, and criminal justice policies in America. Each of these governmental functions is central to the promotion of economic development and well-being by providing social insurance and protection from poverty and unemployment spells, human capital development via education and training, and protection of property rights and neighborhoods, respectively. Our review characterizes a society in which access to these functions excluded black and other non-white Americans. This exclusion from full protection through the nation's social safety net, education, and criminal justice programs coincided with broad exclusion from neighborhoods and labor market opportunities (described in earlier sections). Importantly, we highlight that both historically and today, blacks and other minority citizens have had constrained, underfunded, or sanctioned access to government services and benefits—and that access varies across space.

WELFARE PROGRAMS AND POLICIES

Administration of the nation’s welfare safety net features a remarkable level of local control when compared to other large economies. The American system of fiscal federalism devolves authority and decision-making with
respect to policy decisions and policy implementation (e.g., Johnston 2008). As such, policy priorities at the federal level—for example, lowering poverty and food insecurity or promoting access to basic health services—are implemented at the state and local levels using federal resources. Welfare programs, broadly conceived, include the nation’s cash assistance, food assistance, health insurance, and public housing subsidies. As we describe below, several studies find that race looms as an important predictor of social safety net access, and that, like race, these policies vary across place.

The design of America’s social welfare state was influenced heavily by English poor laws and poor houses, as described by Johnson (2010), Johnston (2008), Ziliak (2016), and others. Throughout the early to middle 20th century, welfare was typically viewed as a mechanism to provide direct aid for the elderly and the disabled, and for families left destitute by the untimely death of a male head of household—in an era in which women were largely out of the labor force, excluding home production. Notably, the systems that would ultimately develop to provide insurance from poverty at the federal level, including the Aid to Families with Dependent Children program, were not initially conceived to be universal. These and related programs excluded black and other non-white families from participation implicitly throughout the early to mid-1900s by excluding domestic and agriculture workers. Additionally, local governments in many states including those in the Southeast considered race as a factor when determining eligibility for aid (e.g., Hero 2003; Johnson 2010).

A point of inflection in the nation’s antipoverty efforts occurred during the 1960s Great Society expansion of social insurance and antipoverty programs (Hoynes, Schanzenbach, and Almond 2016), coincident with major policy changes aimed at achieving racial equality in labor markets and access to educational opportunities. Not until these expansions, which included a range of programs targeted universally at poor Americans—including health insurance, food stamps, cash welfare, and housing assistance—were black and other non-white Americans able to participate in the nation’s safety net programs in a significant manner. Crucially, throughout the 1960s efforts were under way within the federal government to promote an expansive and aggressive employment program targeted at America’s urban areas, in which many minority males faced staggeringly high unemployment rates. Many of these efforts, which occurred during the Kennedy and Johnson administrations, were ultimately jettisoned due, in part, to the political dangers associated with promoting an economic stimulus program perceived as overly generous to black, urban neighborhoods and residents (Bailey and Duquette 2014; Russell 2003).
Contemporary Evidence

Contemporary evidence shows that decentralized fiscal federalism—which provides for state and local autonomy—can disproportionately harm blacks and other non-white groups within the welfare system (e.g., Schram et al. 2009).

A body of contemporary ethnographic and quantitative studies find that black participants are more likely—holding other factors constant—to be sanctioned and removed from welfare programs for violations. These sanctions can span benefit reductions to removal from the case load altogether. Some of the evidence suggests that the mechanisms driving this higher likelihood of sanctioning include caseworkers’ negative views of racial group–specific traits. Some studies exploit experimental designs that use variation in how identical events and actions are perceived differentially, depending on the race of the client (e.g., Bonds 2006; Kalil, Seefeldt, and Wang 2002; Schram et al. 2009; Watkins-Hayes 2009). Researchers have documented an increasingly disciplinary approach to the administration of welfare throughout the 2000s that is directly related to race (Schram et al.). Recent work examining contemporary race and welfare policy suggests that, even after controlling for a range of political and socioeconomic factors, states with a higher proportion of black residents overall as well as those on the welfare case load provide less cash assistance—both in terms of the generosity of cash payments and in the share of the state’s block grant (e.g., Hahn et al. 2017; Hardy and Samudra 2018). Additionally, state welfare policy choices may have lowered educational attainment among recipient adults in the late 1990s (Covington and Spriggs 2004).

What Mechanisms Influence This Differential Treatment? Underlying Theories of Poverty, Pathology, and Race

A core disagreement among poverty scholars and policymakers concerns why people and families are poor or near poverty in the first place. Darity et al. (2012) categorizes explanations for poverty as either structuralist or individualist. While neither perspective requires the explicit consideration of race, noteworthy poverty scholars and policymakers very often weave race within these perspectives. Broadly speaking, the individualist perspective puts more weight on individual choice, behavior, and agency. Among others, Mead (2007, 2014) and Murray (1984) emphasize the role of personal behavioral deficiencies and the importance of a stronger, paternalistic government to enforce desirable behavioral norms—work participation, punctuality, and so-called healthy habits—particularly among black males (Schram et al. 2009; Soss, Fording, and Schram 2011). These and related arguments falling within an individualist perspective,
which argue for policy interventions that target pathological behavior such as limited work effort and criminal behavior, have often been couched as being responsive to the behavioral pathologies attributed to blacks. In the early to middle 20th century an extreme version of this world view led some state policymakers to adopt eugenics, carrying out state-sponsored sterilization (Price and Darity 2010).

The pattern of disproportionate sanctioning is consistent with images of welfare use that tend to package negative images of the poor, such as laziness, promiscuity, and criminality, with blackness (Fording, Soss, and Schram 2011; Hancock 2004; Wacquant 2009). This theme of punishment and race is explored by Wacquant, who argues that modes of punishment across criminal justice (which we discuss in the section on education programs and policies) and welfare policy are in fact interconnected.

Structuralist perspectives tend to put more weight on the role of historical discrimination, public policies that have been and continue to be exclusionary, labor market conditions, and access to economic resources (e.g., Hardy, Smeeding, and Ziliak 2018). These explanations tend to emphasize racial differences in access to economic mobility-enhancing resources such as labor markets, high-quality schools, wealth accumulation, and neighborhood amenities (e.g., Galster et al. 2007). Ultimately, the aforementioned punitive policy sanctions and racial inequality in the safety net can be traced, in part, to theories of poverty’s origins that support the imposition of limits on welfare generosity, and on the assumption that generosity promotes negative pathologies by reducing work effort and initiative.

EDUCATION PROGRAMS AND POLICIES

While social safety net programs provide an income floor and insurance from poverty, perhaps the most universally accepted pathway for upward economic mobility in the United States is via education and training; many antipoverty strategies lean heavily on early educational interventions (e.g., Duncan, Ludwig, and Magnuson 2007; Heckman 2011). Troubling racial disparities in primary and secondary educational outcomes, driven in part by inequality in the allocation of financial resources and higher-quality teachers across K–12 education, worsen these labor market conditions. Here, we briefly summarize a small sample of the work examining disparities in early, primary, and secondary education. Such disparities have potentially serious consequences for black and non-white students before they enter the labor market. In turn, education and human capital will continue to be important predictors of economic inequality and opportunity, because the
set of skills needed to move up the economic ladder in many occupations increasingly requires postsecondary training (e.g., Autor 2014).

Many research studies examining educational access and equity focus on test scores and understanding black–white differences. Family income may explain much of the observed test score gap since it points to the broad role of family resources (e.g., Brooks-Gunn and Duncan 1997; Ladd 2012; Rothstein and Wozny 2013). Prior work in this space has also pointed to a range of explanations, including innate ability (Herrnstein and Murray 1994) as well as attitudes and cultural norms (e.g., Cook and Ludwig 1998; Fordham and Ogbu 1986; Murray 1984; Steele and Aronson 1998). Importantly, because the focus here is on actionable, policy-relevant factors, there is compelling evidence to suggest that black–white test score gaps are driven by blacks’ attendance at lower-quality schools, as measured by characteristics including teachers’ credentials, teacher–student ratios, and school safety (Fryar and Levitt 2004).

In contrast to earlier work (e.g., Coleman et al. 1966; Hanushek 2003), contemporary evidence on the link between school spending and student-level outcomes shows that school spending positively impacts the aforementioned measures of school quality, and also positively impacts earnings and lowers poverty in adulthood (Jackson, Johnson, and Persico 2016; Lafortune, Rothstein, and Schanzenbach 2018). Local school spending is positively associated with family incomes and property values, helping to produce disparities between and within school districts. The measured impacts of school spending are largest for low-income students, and the potential mechanisms driving this link include lower student–teacher and student–adult ratios, increased instructional time, and higher teacher compensation levels (Jackson, Johnson, and Persico). School spending is largely a state and local investment; the federal government provides less than 10 percent of resources for schools (Chingos and Blagg 2017). Thus, it is worth highlighting that school spending in low-income districts and in districts with high shares of minority students varies widely across the nation, though, on average, school districts situated in the poorest areas of the country receive roughly $1,000 less per student than school districts with relatively low poverty. Underlying this average difference are a number of states (23 in 2018) in which high- and low-poverty school districts receive roughly similar funding, and a few where the poorest districts receive substantially less. This spending inequality may be worse after adjusting to consider the higher costs that high-poverty school districts face—a 40 percent adjustment in the study cited here (Morgan and Amerikaner 2018). District-level spending inequality is even larger for high- versus low-minority-share school districts than it is for high- versus low-poverty school districts (Morgan and Amerikaner). Given that many experts argue
for educational investments as a cornerstone of successful local economic development strategies (e.g., Bartik 2018), state and local spending inequality that disadvantages high-poverty-share and high-minority-share school districts is a challenge for place-based economic policy proposals.

Segregated schools that are majority–minority are more likely situated on the low end of the local school spending distribution, though such local-level inequities are at times reversed or at least partially mitigated via state and federal funds (Chingos and Blagg 2017). Still, where the money is spent—whether via the components of school spending that improve outcomes, such as lower teacher–student ratios, higher teacher compensation, and added instructional time—might explain some of the large negative association between segregated schools and educational outcomes (e.g., Mickelson 2001). Such patterns of racial and socioeconomic segregation appear to be worsening over time (e.g., Murray 2013; Putnam 2016), and differences in metropolitan-level 20th-century segregation have been shown to have serious socioeconomic consequences, contributing to black–white poverty gaps between cities (Ananat 2011). Integrated suburban schools have their own challenges, reproducing segregation via course tracking patterns that pool minority students in segregated, weaker classes relative to white students (Darity and Jolla 2009; Diamond 2006).

Minority students in primary, secondary, and postsecondary educational settings could also benefit from same-race teachers—of which there are a paucity. Specifically, exposure to same-race teachers is associated with reduced disciplinary sanctions, a lower likelihood of dropping out of high school, and a higher likelihood of matriculating to college. This could reflect both the benefits of exposure to a black teacher, or a minimization of the costs of exposure to teachers who bring conscious and unconscious biases about other race students’ ability (e.g., Dee 2004, 2005; Fairlie, Hoffmann, and Oreopoulos 2014; Gershenson et al. 2017).

Our main takeaways are to note that (1) the administration of and investment in primary and secondary education varies nationwide, (2) such spending—which tends to be greater in low-poverty and low-minority-share neighborhoods—shapes the inputs that then impact student outcomes; and (3) black and minority students, who themselves are disproportionately low income, are more likely to be impacted by such variation.

**INCARCERATION PROGRAMS AND POLICIES**

In order to begin characterizing how policies and structures have impacted minority citizens’ economic opportunity, we must consider how criminal justice and incarceration policies have operated to harm black and other
non-white Americans. These impacts can be considered separately as well as jointly alongside other public policies, especially those centered on providing human services and safety net supports (Wacquant 2009). Here, as we did in the previous sections, we aim to provide a very brief snapshot of evidence in what is an expansive area of research.

America’s incarcerated population since at least the early 1970s are disproportionately poor and minority; they rarely possess more than a high school diploma and have a low probability of upward economic mobility. Incarceration is a disproportionately male phenomenon, and even more disproportionately affects black men with a high school diploma or less. The costs of incarceration are borne not only by these men, but by their children and families as well (Western and Pettit 2010). Historically, blacks have been incarcerated at a higher rate than whites since statistics were collected in the late 1800s. Perhaps contrary to perceptions of regional racial animus, blacks have been and continue to be incarcerated at even higher rates in the northern United States compared to the southern United States, and the migration of blacks out of the South during the Jim Crow era seemingly accelerated this regional disparity. Remarkably, the risk of incarceration for a black male born in the 1975–79 cohort is roughly 27 percent overall, and almost 70 percent for those without a high school diploma. This in turn has devastating consequences for employment when the formerly incarcerated return to the labor market, since employers are reluctant to hire formerly incarcerated persons; this is especially so for black job applicants (Pager 2003; Western and Pettit 2010).

Scholars have also studied some of the costs of incarceration that accrue to families and communities. To focus on a few, Cox and Wallace (2016) document that families in which an adult parent is incarcerated face higher levels of food insecurity by a range of 4 to 15 points. Food insecurity, in turn, has been associated with lowered educational performance in school (Cook and Frank 2008; Frongillo, Jyoti, and Jones 2006; Jyoti, Frongillo, and Jones 2005). Similarly, Geller and Franklin (2014) examine the link between incarceration and housing insecurity, finding that partner incarceration strongly predicts negative housing-related events, ranging from relatively low-risk occurrences such as a missed payment, to more serious cases in which an eviction or a period of homelessness results (Geller and Franklin). Incarceration harms both the incarcerated and their families, which then raises economic vulnerability—making these families more reliant on the safety net. Children in such families must then cope, and they bring this array of home environmental conditions into the classroom.
Local police play a role in driving incarceration rate patterns, and designers of place-based policies might also consider evidence that, in experimental settings, black citizens are associated by police officers with a higher degree of criminality (e.g., Eberhardt et al. 2004). Differential, harsher treatment by police, in turn, has a range of impacts on the degree to which the police are deemed as legitimate or trustworthy within minority communities. The risk of exposure to police-involved lethal force is statistically significantly higher for black men relative to white and Latino men, and these disparities vary across the United States (Edwards, Esposito, and Lee 2018). The resulting diminished legitimacy potentially degrades community safety, promotes hostile citizen–police interactions, impedes citizen cooperation during investigations, and perhaps diminishes overall confidence in governmental institutions—since the police often are citizens’ primary mode of contact with local government (Tyler, Goff, and Maccoun 2015; Wilkins and Wenger 2015).

Conclusion

In order to consider how place-based policies might promote economic mobility and well-being, it is important to consider how an array of historical and contemporary government decisions and policies have historically harmed black and other non-white Americans; such actions promote racial and place-based inequality. In addition to strong moral claims to taking up such considerations, there are also efficiency gains from doing so. Black and minority residents are overrepresented in the very communities where many place-based policies are being proposed, and a substantial share have therefore been subjected to some or all of the government policies we described here, as well as others we do not touch on. Although it is difficult to model and identify a causal impact of structural racism and discrimination, we aim to provide a brief synthesis of policies and choices occurring at all levels of government that have had deleterious consequences for black and other minority individuals, families, and communities. The policy choices, like the people they impact, are not randomly distributed across the country. As a result, these policy choices influence regional differences in educational attainment, family income, housing, poverty, health status, and employment, among other outcomes.

While the majority of historical discriminatory policies are off the books, social science evidence has shed light on the ways in which state and local governments—wielding substantial authority within our decentralized form of government—have enacted an array of contemporary policies that impose harm on black and other minority communities, in some instances unintentionally so. The results of this can be observed, in part, by looking
at how neighborhoods have evolved over the past 40 years. Neighborhoods with a significant share of blacks in America’s major cities have lagged white neighborhoods on key socioeconomic indicators since at least the 1970s, including earnings, poverty, educational attainment, and employment (Casey and Hardy 2018). These gaps in neighborhood amenities and neighborhood quality persist into the 2000s.

Place-based public policies will operate against these headwinds, and should be designed accordingly. Western and Pettit (2010), whom we reference earlier in the paper, argue that a broad definition of safety is inclusive of family stability, economic well-being, and good health. These are well-established conditions for economic growth, and successful place-based policies should consider how structural racial inequality has negatively impacted local residents on these and related margins. Such policies can help individuals, families, and neighborhoods thrive by improving depressed communities, which in turn helps to drive the overall success of cities and regions.
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Endnotes

1. All calculations are based on county-level population estimates by Census (2017). “Metropolitan” here refers to all metropolitan areas, including large central, large fringe, medium, and small metro areas.
2. Authors’ calculations based on the 1880 Federal Population Census (Census 1880).
3. See Dymski (2006) for a general overview of the theory and empirical evidence for racial discrimination in credit and housing markets.
4. Increasing residential segregation was not strictly a product of white flight as black migrants left the South and settled in northern cities. Recent work by Logan and Parman (2017) that measures segregation in rural areas as well as urban areas demonstrates that rural segregation was rising between 1880 and 1940 at the same time that urban segregation was rising, both in the North and in the South. Segregation rose both in the counties black migrants moved to and in the counties they left, suggesting that residential sorting by race was a very general phenomenon in the first half of the 20th century.
5. It is important to note that public sector employment for black individuals is not strictly a story of white flight and spatial mismatch. Black public sector employment is also a function of black political power in urban areas in the latter part of the 20th century (Eisinger 1982).
6. These numbers are based on authors’ calculations using the list of black representatives and senators by Congress, 1870 to the present, compiled by the Office of the Historian for the U.S. House of Representatives (U.S. House of Representatives n.d.). Note that Tim Scott of South Carolina, having served in both the House and the Senate, is counted both in the 56 representatives and as the one senator.
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Abstract

Poverty remains a persistent problem in many areas in the United States. Existing place-based policies—especially enterprise zones—have generally failed to provide benefits to the least advantaged. Drawing on lessons from the often-negative findings on effects of past place-based policies, but preserving the potential advantage of policies that try to improve economic outcomes in specific areas, I propose a new place-based policy—Rebuilding Communities Job Subsidies, or RCJS—to encourage job and income growth in areas of economic disadvantage. RCJS targets neighborhoods classified as extremely poor, and low-income workers in those neighborhoods, with a period of fully subsidized jobs to build skills and improve and revitalize areas of extreme poverty, to be followed by partially subsidized private sector jobs.

Introduction

Poverty remains a persistent problem in many areas in the United States. There are numerous challenges to job creation in disadvantaged areas—urban or otherwise—that can include low skills, inadequate and decaying infrastructure, crime, and other ills. Even jobs that might be created are likely to be low-wage, low-skill jobs, and hence may do relatively little to attract workers or raise incomes. Policymakers have tried repeatedly to encourage job creation, especially in urban areas—relying first and foremost on enterprise zones. But these policies to create jobs, raise incomes, and reduce poverty in disadvantaged urban areas have generally failed, especially in providing benefits to the least advantaged.

Consequently, I am proposing a new place-based policy that I call Rebuilding Communities Job Subsidies, or RCJS, to encourage job and income growth in disadvantaged areas. RCJS retains the goal of trying to
incentivize the creation of jobs in disadvantaged areas for residents of those disadvantaged areas. However, RCJS takes a significantly different approach from past place-based policies, and focuses on creating high-wage jobs and improving disadvantaged areas to lay the groundwork for future economic development. It includes the following core elements:

- RCJS will offer jobs lasting up to 18 months, fully subsidized by the federal government, with the possibility of cost sharing with state or local governments.
- The jobs must have the potential to quickly build skills that lead to good jobs in the private sector. Financial support will be provided for training to support building these skills.
- RCJS jobs will contribute to revitalizing and improving the disadvantaged areas where the jobs are subsidized.
- RCJS jobs will be administered by local nonprofits, in partnership with local employers and community groups, and perhaps larger nonprofits based elsewhere. Together these groups can identify local needs that the subsidized jobs will help address and skill-building jobs that are more likely to lead to higher-wage private sector jobs.
- After the initial 18-month phase, local nonprofits will help workers transition to private sector jobs, which RCJS will subsidize at a 50 percent rate for another 18 months. Continued employer eligibility for subsidies for new employees will depend on retention of workers placed earlier. Continued nonprofit eligibility for RCJS funds will depend on successful placements of workers in private sector jobs, and on private sector job retention.
- Eligibility for RCJS subsidies will be restricted to economically disadvantaged areas, defined as areas encompassing four to six U.S. Census Bureau (Census) tracts in which, on average, 40 percent or more of individuals are below the poverty line (i.e., the definition of extreme poverty). Within the targeted areas RCJS job subsidies will be limited to workers in families below 150 percent of the poverty line if the hired individual is already employed and 100 percent of the poverty line if the individual is not employed. Workers eligible for the subsidies must initially reside in the targeted areas.
- RCJS will not be restricted to urban areas. However, the structure of RCJS makes it more likely that it will be applied to urban areas.
The Challenge

CONCENTRATED POVERTY AND JOBLESSNESS

Significant areas of the United States, including many U.S. cities, have persistently high poverty rates, high unemployment rates, and low employment rates. Focusing first on cities, poverty rates are somewhat higher in the nation’s smaller cities: in 2016 the poverty rate was 16.1 percent in cities of less than 200,000 versus 13.1 percent in cities of more than 1 million. Moreover, in recent data poverty has fallen somewhat more in cities than it has in suburbs (Berube and Murray 2017).

Many U.S. cities continue to have large concentrations of poor people in extremely poor areas; on this metric, trends in many areas are in the opposite direction from that for urban poverty overall. For example, Kneebone, Nadeau, and Berube (2011) define Census tracts as being in extreme poverty if the poverty rate is 40 percent or higher, and define the concentrated poverty rate as the share of poor people living in Census tracts that meet the extreme poverty definition. They find that concentrated poverty rose sharply in metropolitan areas in the Midwest over the 2000s, as well as in metropolitan areas in the South. (Note that a metropolitan area can include both the primary city and its suburbs.) While extreme poverty and concentrated poverty rose more in suburban areas in this period, concentrated poverty remains much higher in primary city areas than in the suburbs.

Based on the most recent data from the American Community Survey (ACS) for 2012–16, the concentrated poverty rate for the nation as a whole is 13.3 percent, with 6.2 million people, out of the nation’s more than 46 million people below the poverty line, living in the more than 4,000 extremely poor Census tracts. Table 1 shows that the concentrated poverty rate is high throughout the country and at different city sizes. The concentrated poverty rate is higher for the top 100 largest metropolitan areas than it is for the country as a whole, and higher yet for the next 100 metropolitan areas. In general, concentrated poverty is particularly high in the Northeast and Midwest and somewhat lower in the South and West. However, for the top 101–200 cities concentrated poverty in the South is also high (17.9 percent).

Figures 1 and 2 provide more detail, mapping the top 100 and next 100 most populous metro areas, respectively, and shading them by quintile of the concentrated poverty rate: the darker the shading, the higher the concentrated poverty rate. In figure 1, for example, we see top 100 metro areas in the highest quintile of concentrated poverty in upstate New York,
Wisconsin, central California, and Mississippi, among others. And in figure 2, for the top 101–200 metro areas, the top quintile includes cities in Michigan, Pennsylvania, Georgia, Florida, and Texas, among others.

Poverty in the United States is both an urban and a rural phenomenon. Indeed, poverty is slightly higher in rural areas (16.5 percent) than in metropolitan areas (14.8 percent).

However, nearly 90 percent of extreme poverty Census tracts are in metropolitan areas, and concentrated poverty (i.e., the clustering of the poor in extremely poor neighborhoods) is much higher in urban areas—14 percent in metropolitan Census tracts compared to 10 percent in micropolitan tracts, and only 5 percent in small-town and rural tracts.

**TABLE 1.**

Concentrated Poverty in the United States and in Metro Areas, by Region

<table>
<thead>
<tr>
<th>Region</th>
<th>Number of extreme poverty tracts</th>
<th>Poor population in extreme poverty tracts (thousands)</th>
<th>Concentrated poverty rate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>United States</strong></td>
<td>4,084</td>
<td>6,222</td>
<td>13.3%</td>
</tr>
<tr>
<td>Northeast</td>
<td>685</td>
<td>1,083</td>
<td>15.1%</td>
</tr>
<tr>
<td>Midwest</td>
<td>1,187</td>
<td>1,459</td>
<td>15.6%</td>
</tr>
<tr>
<td>South</td>
<td>1,562</td>
<td>2,431</td>
<td>12.6%</td>
</tr>
<tr>
<td>West</td>
<td>650</td>
<td>1,249</td>
<td>11.2%</td>
</tr>
<tr>
<td><strong>Top 100 Metro Areas</strong></td>
<td>3,096</td>
<td>4,115</td>
<td>14.0%</td>
</tr>
<tr>
<td>Northeast</td>
<td>574</td>
<td>939</td>
<td>16.5%</td>
</tr>
<tr>
<td>Midwest</td>
<td>830</td>
<td>979</td>
<td>19.1%</td>
</tr>
<tr>
<td>South</td>
<td>813</td>
<td>1,300</td>
<td>12.1%</td>
</tr>
<tr>
<td>West</td>
<td>470</td>
<td>904</td>
<td>11.3%</td>
</tr>
<tr>
<td><strong>Top 101–200 Metro Areas</strong></td>
<td>622</td>
<td>924</td>
<td>17.0%</td>
</tr>
<tr>
<td>Northeast</td>
<td>64</td>
<td>81</td>
<td>16.1%</td>
</tr>
<tr>
<td>Midwest</td>
<td>151</td>
<td>189</td>
<td>18.9%</td>
</tr>
<tr>
<td>South</td>
<td>335</td>
<td>499</td>
<td>17.9%</td>
</tr>
<tr>
<td>West</td>
<td>72</td>
<td>156</td>
<td>13.6%</td>
</tr>
</tbody>
</table>

Source: ACS (Census 2012–16); author’s calculations.

Notes: Metro area ranking based on 2012 population. Extreme poverty Census tracts are defined as tracts with a poverty rate of at least 40 percent. Concentrated poverty rate is the share of poor population within a region living in extremely poor Census tracts. Definitions are based on Kneebone, Nadeau, and Berube (2011).
FIGURE 1.
Concentrated Poverty Rates, Top 100 Metro Areas

Source: ACS (Census 2012–16); author’s calculations.
Note: Metro area ranking based on 2012 population. Light gray areas are not in the top 100 metro areas.

FIGURE 2.
Concentrated Poverty Rates, Top 101–200 Metro Areas

Source: ACS (Census 2012–16); author’s calculations.
Note: Metro area ranking based on 2012 population. Light gray areas are not in the top 101–200 metro areas.
Residents of extremely poor neighborhoods differ from residents of other neighborhoods in terms of a number of characteristics, including minority status, as shown in table 2. In the nation as a whole, 61 percent of residents of extremely poor neighborhoods have a high school education or less, versus 41 percent for the total population. The share of households headed by women with children is more than twice as high as for the total population. And—most importantly with respect to the proposal developed in this chapter—joblessness is high. Among prime-age (25–54 years old) men, the nonemployment rate (including unemployed and those not in the labor force) was 37 percent for residents of extremely poor neighborhoods compared to 19 percent in the nation overall. Table 3 shows that these figures are similar for the nation’s top 100 most populous metropolitan areas. These facts about neighborhoods with concentrated poverty and characteristics of their residents are related, of course. For example, Abraham and Kearney (2018) have documented the prevalence of low employment and low wages and wage growth among less-skilled men,

### Table 2.

#### Neighborhood Characteristics of Extreme Poverty Census Tracts in the United States

<table>
<thead>
<tr>
<th></th>
<th>Extreme poverty tracts</th>
<th>All tracts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unemployment rate</td>
<td>15.3%</td>
<td>7.4%</td>
</tr>
<tr>
<td>Prime-age nonemployment rate</td>
<td>41%</td>
<td>24%</td>
</tr>
<tr>
<td>Prime-age male nonemployment rate</td>
<td>37%</td>
<td>19%</td>
</tr>
<tr>
<td>Single mother households</td>
<td>16%</td>
<td>7%</td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>47%</td>
<td>73%</td>
</tr>
<tr>
<td>Black</td>
<td>35%</td>
<td>13%</td>
</tr>
<tr>
<td>Asian</td>
<td>4%</td>
<td>5%</td>
</tr>
<tr>
<td>Hispanic</td>
<td>29%</td>
<td>17%</td>
</tr>
<tr>
<td>High school education or less</td>
<td>61%</td>
<td>41%</td>
</tr>
<tr>
<td>Male</td>
<td>63%</td>
<td>42%</td>
</tr>
<tr>
<td>Female</td>
<td>59%</td>
<td>39%</td>
</tr>
</tbody>
</table>

Source: ACS (Census 2012–16); author’s calculations.

Note: Unemployment and labor force variables are based on a weighted average by Census tract labor force. Other estimates are based on a weighted average by Census tract population. Extreme poverty Census tracts are defined as tracts with a poverty rate of at least 40 percent, based on definitions from Kneebone, Nadeau, and Berube (2011). White, black, and Asian refer to reported single race. Hispanic includes all races.
who—as just noted—are strongly overrepresented in areas of concentrated poverty.

**UNDERSTANDING JOBLESSNESS IN NEIGHBORHOODS WITH CONCENTRATED POVERTY**

The focus of my proposal is on reducing overall poverty, extreme poverty, and concentrated poverty through increased employment. Nevertheless, part of the motivation for the proposal is also to address the underlying problems that contribute to low employment and continuing neighborhood poverty and disadvantage.

In the context of neighborhoods with many poor and minority residents, a long-standing theory of low employment is spatial mismatch. The spatial mismatch hypothesis—as applied to the United States—argues that the lower employment rate of disadvantaged minorities in urban cores is in part attributable to there being fewer available jobs per worker in these areas (Ihlanfeldt and Sjoquist 1998, 851). Spatial mismatch can emerge because of the exit of jobs from these areas with the changing industrial
structure (Wilson 1987), and can persist because of residential segregation attributable at least in part to discrimination in housing markets. Researchers have hypothesized that spatial mismatch can be exacerbated by inadequate transportation from urban cores to suburban jobs (Gobillon, Selod, and Zenou 2007; Kain 1968).

The segregation of disadvantaged groups into areas with fewer jobs, in addition to inadequate transportation to jobs in other places, implies that wages, minus any commuting costs, are more likely to be below the wages at which individuals would be willing to work. This means that fewer residents of such areas would choose to work, especially among the less-skilled for whom commuting costs represent a larger share of earnings. Spatial mismatch can be reinforced by discrimination against minorities—both by customers and employers—and inadequate information about jobs in other areas (Ihlanfeldt and Sjoquist 1998). Together, these factors suggest that increasing employment in neighborhoods with many disadvantaged residents will probably require creating jobs in those same neighborhoods.

But research by Hellerstein, Neumark, and McInerney (2008) suggests that this may not be enough. The authors note that racial and ethnic discrimination in hiring can generate evidence that appears consistent with spatial mismatch but that is not fundamentally due to scarcity of jobs where minorities live. Instead, they find support for an explanation they call racial mismatch. Specifically, black job density (the ratio of local jobs held by black workers to black residents) is strongly positively related to black employment, whereas white job density (the ratio of local jobs held by white workers to black residents) is not. This evidence indicates that the spatial distribution of jobs alone is not a critical determinant of black urban employment; the racial dimension in hiring must also be taken into account. In other words, even if there is a high black population in areas that are dense in jobs, they might not be able to access these jobs due to discrimination and/or racially segregated labor market networks. One implication is that hiring incentives intended to reduce poverty by spurring job creation in disadvantaged minority areas should incentivize hiring of local residents. Simply bringing jobs to these areas might not be enough.

Longer-term changes in labor supply and labor demand as well as in institutions that support wages at the low end of the distribution also play an important role in joblessness in areas with many poor residents. Lower demand for less-skilled workers has been attributed to skill-biased technological change and trade (see citations to the evidence in Abraham and Kearney 2018). And a good deal of research points to the role of weakened unions and lower minimum wages in contributing to lower wages for less-skilled workers (e.g., DiNardo, Fortin, and Lemieux 1995),
which can in turn lead to negative labor supply responses (see Juhn 1992 for earlier evidence, and Moffitt 2012 for more-recent evidence). Of course, had unions or minimum wages done more to prop up wages of less-skilled workers, labor demand for these workers would presumably have been lower.

Finally, other factors may discourage job creation in disadvantaged areas. The exit of more-affluent customers, perhaps in part due to crime, blight, and decaying infrastructure, can reduce demand for the products or services of some kinds of businesses (Alwitt and Donley 1997), and make it hard to attract higher-skilled workers. Higher costs for labor, insurance, rents, and loss/theft can deter business and job creation (Hammel 1991; Porter 1995). In my view, these factors have been underemphasized in discussions of job creation policies for neighborhoods with high concentrations of poverty.

EVIDENCE FROM PLACE-BASED POLICIES

A review of the evidence on impacts of key place-based policies—including enterprise zones, empowerment zones, and enterprise communities, among others—suggests a few core lessons that inform the proposal in this chapter. This section reviews the evidence and highlights certain lessons:

- Labor market networks are often segregated by location and race (see box 1), increasing the importance of hiring residents of low-income areas.
- Hiring credits alone would tend to reallocate jobs across places rather than create new jobs—in other words, they generate negative spillovers for other places.
- Migration into enterprise zones, among other factors, can redirect benefits away from the low-income residents who are the intended beneficiaries of the policy.

A critical factor in explaining urban concentrations of poverty and disadvantage is that labor demand is likely to be low in poor, urban areas. Consequently, policymakers have adopted policies to boost labor demand in these areas.

Policies that target geographic areas are termed place-based policies because they create criteria for policy eligibility based on location characteristics, such as the poverty rate in a Census tract. In contrast, people-based policies try to help the disadvantaged without regard to where they live or how concentrated they are residentially; examples include welfare and working tax credits (such as the Earned Income Tax Credit [EITC] in the United States).
The Role of Labor Market Networks

Researchers studying enterprise zones have been particularly interested in understanding the factors that may amplify the effects of boosting labor demand in an area. One such factor may be labor market networks. In network models, employment of some residents increases the flow of information about job opportunities to other residents. Networks can also increase the flow of information about workers to employers. Both of these effects reduce the cost of worker-firm matching and increase employment (e.g., Montgomery 1991). Networks often have a spatial dimension, such as connecting neighbors and employers in the same Census tract or neighborhood (Bayer, Ross, and Topa 2008; Hellerstein, Kutzbach, and Neumark 2014; Hellerstein, McInerney, and Neumark 2011).

The potential amplification of local hiring impacts can be particularly important given that residential segregation by race or ethnicity can interact with racially or ethnically stratified labor market networks, making it particularly hard to, for example, boost hiring of black workers in disadvantaged areas. Hellerstein, McInerney, and Neumark (2011) present evidence of racial stratification of labor market networks that suggests white residents are more likely to share information about jobs with white neighbors than with black neighbors (or more likely to refer a white neighbor than a black neighbor for a job). There is other evidence consistent with ethnically stratified networks that further emphasizes the importance of local hiring. As a striking example, Kasinitz and Rosenberg (1996) study the Red Hook section of Brooklyn, an area that at the time was characterized by high unemployment and a large population of low-income black residents, and to some extent Hispanic residents, but with a large number of local jobs in the shipping industry. They found that many local employers hired workers almost exclusively from candidates outside Red Hook, recruiting employees via social networks within specific (non-black) ethnic groups.
Place-based policies do not have to target disadvantaged areas. One example would be government assistance to subsidize the creation of an industry cluster in some area of natural advantage (e.g., natural resources or the presence of a university). A second example would be efforts to revitalize a downtown area through real estate development incentives. The standard arguments considered in the urban economics literature to justify this type of place-based policy typically have the following form: government policy can encourage development in a particular place, thereby increasing efficiency through so-called agglomeration externalities that arise when economic activities occur in close proximity.

However, place-based policies, at least in the United States, usually refer to policies targeting disadvantaged areas, and that is the definition used in this chapter. The most prominent place-based policy in the United States is enterprise zones, which seek to create jobs in or near areas where poor people live and job prospects are weak. Given that I am focusing (although not exclusively) on urban poverty and disadvantage, and that my RCJS proposal is based on both criticisms of and lessons learned from enterprise zone programs, the discussion in this section focuses on enterprise zones.

Neumark and Simpson (2015) further distinguish between direct and indirect place-based policies. Direct forms of place-based policies seek to increase economic activity and strengthen labor markets where disadvantaged people currently live, whereas indirect policies instead seek to increase the access that disadvantaged people have to locations where labor markets are stronger. Enterprise zones can be viewed as direct place-based policies since they typically create incentives for hiring and other economic activity in or near areas where disadvantaged people live.

The Gautreaux and Moving to Opportunity (MTO) programs in the United States (as well as transportation-based policies intended to increase access to jobs outside the areas where the disadvantaged tend to reside) are examples of indirect policies. The evidence from Gautreaux and MTO allows us to test behavioral hypotheses about the effects of growing up in different kinds of neighborhoods. However, I do not view Gautreaux and MTO as feasible urban policies for the simple reason that they cannot be implemented on a large scale. It is probably infeasible to successfully encourage massive numbers of poor people to move out of urban areas with high poverty. Even in the event that this were accomplished, the effects of the policy when implemented broadly could be far different from what the experimental evidence has found.

In contrast, other policies motivated by spatial mismatch concerns could in principle be taken to larger scale. For example, if there is a dearth of jobs for
low-skilled workers in urban areas with concentrated poverty but strong demand for such workers in outlying suburban areas, then investments in transportation infrastructure that make urban-to-suburban commuting more feasible could substantially raise employment in urban areas with high poverty rates. However, the evidence regarding labor market networks

BOX 2.

Enterprise Zones and Related Policies in the United States

Enterprise zones and related policies are intended to increase employment and generate local economic growth and development in disadvantaged areas. The general term “enterprise zone” is often used to refer to a number of different state and federal policies, but the more-specific designations are defined below.

- **State enterprise zones** existed in 40 separate state programs as of 2008 (Ham et al. 2011). These programs vary in terms of budgets, the number of zones in each state, targeting, and the benefits available, but business hiring credits typically featured prominently.

- **Federal empowerment zones and enterprise communities** were authorized in 1993, allowing local governments to submit proposals for zones made up of relatively poor, high-unemployment Census tracts. Far more enterprise communities—which have much less generous benefits—were created than were empowerment zones.

- **New Markets Tax Credit (NMTC) program** provides individuals and corporations with federal tax credits for investments in economically distressed communities. The program was established as part of the Community Renewal Tax Relief Act of 2000, and finally expired in January 2014 when Congress did not renew the program.

- **Opportunity zones** were created by the Tax Cut and Jobs Act of 2017, allowing investors to reduce their capital gains tax burden by investing in designated opportunity zones. Zones were selected by the Treasury Secretary in April 2018 from a pool of localities nominated by the states.
and racial mismatch described above suggests that the effectiveness of such policies could be substantially limited by racial and ethnic discrimination in hiring. Moreover, commuting costs—including time—could still pose substantial barriers for low-wage workers.\textsuperscript{12}

Policies such as enterprise zone programs—which create incentives for the creation of jobs (and other investments) in neighborhoods with concentrated disadvantage—have the potential to create jobs where disadvantaged people live and can plausibly be taken to very large scale. Perhaps reflecting this potential, enterprise zone programs have been used extensively in the United States, at both the federal and state levels (see box 2 for more details).\textsuperscript{15}

\textbf{Weak Evidence for Positive Impacts of Enterprise Zones}

The problem that prompts my RCJS proposal is that most enterprise zone programs have failed to deliver the goods—creating jobs and raising incomes for the least-advantaged people in neighborhoods with high concentrations of low-income residents. In part to make the case that we need to consider different place-based policies, but also to draw lessons from the existing research, in this subsection I provide a fairly comprehensive review of this evidence, with a focus on the U.S. experience (see box 3 for a summary).\textsuperscript{16}

Although most of the existing research focuses on estimating the effects of place-based policies on residents and/or areas, some also tries to assess effects on welfare. One key question regarding welfare effects is whether the intervention largely reallocates economic activity from one place to another, or instead generates gains in output (e.g., because of agglomeration effects). Of course, even pure reallocation can be a legitimate policy goal. A second issue is whether policy that targets specific places creates distortions to capital and labor mobility, lowering efficiency by reducing incentives of firms or individuals to move to more-productive locations (Glaeser and Gottlieb 2008). Economic theory suggests that the consequences of place-based policies for economic welfare depend on whether the policy generates benefits for the targeted area—including newcomers—and more specifically for those originally resident in the targeted areas. As Crane and Manville (2008) emphasize, jobs that are created may go to nonpoor residents or migrants, and gains from land prices seem unlikely to accrue to the poor.\textsuperscript{17} These considerations imply that evaluations should look beyond evidence of effects on local employment to effects on local unemployment, transitions of local residents into jobs, and changes in commuting patterns, as well as effects on rents and house prices, to help assess who gains from these policies.\textsuperscript{18}
Summary: Weak Evidence for Positive Impacts of Enterprise Zones

On net, the weight of evidence is that the hiring credits in enterprise zones have had limited if any positive impact, especially on poor households. Research on three specific state programs (California, Florida, and Texas) concludes that two of them generate no employment effects, and the third (on Texas) finds positive effects concentrated on lower-paying jobs. One study looking at numerous states also finds some positive employment effects, but they do not appear to be tied in any way to hiring credits. Thus, evidence on whether these state programs created jobs is mixed, although a stronger case can be made that, if they did create jobs, it was not because of the hiring credits highlighted in many state enterprise zone programs. There is little reliable evidence that state enterprise zones reduced poverty or helped low-income families generally.

Evidence from analyses of the U.S. federal Empowerment Zones Program is also mixed. One study finds strong effects on job growth, whereas another suggests that if we fully account for differences between zones and other places there is no evidence of beneficial effects. Moreover, if there are benefits, they appear to accrue to higher-income households. If one concludes that the federal program was beneficial, it seems plausible that the large block grants associated with empowerment zones played an important role, although verifying that would be challenging, given the small number of affected zones; these grants may have done more to increase the attractiveness of zones to higher-income people.

The evidence on spillovers is also mixed, with some studies suggesting negative spillovers that offset program benefits. There might be reasons policymakers want to relocate economic activity to some areas even if this is solely at the expense of other areas. But clearly the case for place-based policies is harder to make if this is what happens, especially for relocation over small areas.
A key challenge in estimating effects of enterprise zone programs is that selection of geographic areas for the programs occurred on the basis of unobserved area characteristics, which may differ from those of comparison places. In other words, policymakers do not choose areas at random, but rather do so on the basis of characteristics such as past or expected job growth. This non-random selection requires that researchers choose control areas carefully to make statistical comparisons.\textsuperscript{19}

A second problem in studying the effects of place-based policies is spillover effects between areas. Evidence that enterprise zone designation led to job growth might be regarded quite differently depending on whether the zone created new jobs on net, or whether employers moved from one area to another to take advantage of enterprise zone credits. The latter would imply negative spillovers on areas outside the enterprise zones.\textsuperscript{20} Although negative spillovers do not necessarily imply that a program has failed, they do reduce the social benefits of the policy. There can also be positive spillovers. For example, an enterprise zone might increase traffic or income in a geographic area, spurring demand and hence job growth in nearby areas; these positive spillovers could bias the estimated effect of enterprise zones on employment toward zero when comparing enterprise zones to neighboring areas that were also positively affected.\textsuperscript{21}

With these issues and challenges in mind, I now turn to an overview of empirical results from the enterprise zone literature. The results from early generation studies of enterprise zones varied widely. Many studies failed to find employment effects of enterprise zones, although some of the work (e.g., O’Keefe 2004; research reviewed in Wilder and Rubin 1996) found positive employment effects, at least in the short run. More-recent overviews of the literature conclude that it is difficult to find evidence of positive employment effects of enterprise zones (Elvery 2009; Ham et al. 2011; Lynch and Zax 2011). However, in the past decade or so many studies of enterprise zones have made creative use of both data and econometric methods to try to provide more-rigorous evidence on the effects of enterprise zones. This literature is summarized in appendix table 1.

Studying the California enterprise zone program, Neumark and Kolko (2010) find estimates that are small, statistically insignificant, and negative as often as they are positive, even when correcting for the causal issues outlined above and accounting for overlap among other redevelopment programs. The null effects do not appear to be driven by positive spillovers mentioned above, since the evidence is similar using larger control rings.

Elvery (2009) focuses on the effects of enterprise zones in California and Florida, designated in the mid-1980s, on employment of zone residents in
the 1986–90 period. He finds no evidence of positive effects of enterprise zones on employment; indeed, his point estimates are always negative, ranging from about −0.4 to −2.6 percentage points (though not statistically significant). Freedman’s (2013) analysis of the Texas enterprise zone program exploits the fact that Census block groups were automatically designated as enterprise zones based on whether the poverty rate in the 2000 Census was equal to 20 percent or greater. Comparing locations near the 20 percent cutoff, he estimates effects on annual resident employment growth of 1 to 2 percent, which are fairly large when accumulated over a number of years. These employment effects are concentrated in jobs paying less than $40,000. However, when he accounts for the possibility of negative spillovers, very few of the employment estimates are significant, and in some cases the positive effects on resident employment become smaller or even negative. This is consistent with the positive findings being driven by relocation of jobs between nearby areas.

Freedman (2013) also finds a statistically significant 11 percent increase in median housing values in block groups near the 20 percent poverty threshold, as well as a 4 percent decline in the share of housing units that are vacant. At the same time, the data indicate no change in median household income. One interpretation is that the main effect of enterprise zone designation seems to have been an increase in land value—a finding that arises in other studies, some of which suggest that this might be a principal effect of enterprise zones (e.g., Hanson 2009).22

Ham et al. (2011) study both state and federal programs. Their state-level analysis looks separately at California, Florida, Massachusetts, New York, Ohio, and Oregon, as well as an aggregation of seven other states that have relatively few tracts in zones. Enterprise zone benefits vary widely across these states; for example, there are very large hiring credits in California and Florida, and negligible or no hiring credits in Ohio and Oregon. The results Ham et al. report for the combined (average) effect of state enterprise zones and for the two types of federal zones are almost always strong and positive. Particularly striking are their estimated effects on poverty reduction—a key goal of these programs. Some of their estimates are extraordinarily large, such as an increase in employment of around 34 percent from federal empowerment zones, and a reduction in the poverty rate of 20.3 percentage points from federal enterprise communities. Large positive effects of enterprise communities are especially surprising given that other researchers regard enterprise community benefits as inconsequential relative to empowerment zone benefits (Busso, Gregory, and Kline 2013; Hanson and Rohlin 2013).23
The large benefits of enterprise zones that Ham et al. (2011) estimate are outliers in the enterprise zone literature, as appendix table 1 makes clear. Furthermore, a reexamination of this evidence casts serious doubt on the findings (Neumark and Young 2017). The large poverty reductions that they attribute to state enterprise zones are driven almost entirely by a data error. And their estimated effects of federal empowerment zones and enterprise communities appear to be overstated because treated zones are not comparable with comparison locations; accounting for this reduces the estimated impacts of empowerment zones and suggests that their estimated positive effects of enterprise communities are spurious.

Busso, Gregory, and Kline (2013) study the effect of federal empowerment zones, comparing outcomes in the six urban communities that were awarded empowerment zones with the full range of benefits and credits to matched tracts of rejected zone applicant areas as well as to areas that would eventually be designated as empowerment zones.24 For nearly all of the cities in which zones were rejected, enterprise community status was awarded instead; these areas did not receive major block grants and had no dedicated hiring credits. The authors focus on the estimated impact of empowerment zones designated in 1993 on changes over the 1990s, finding that empowerment zone designation appears to generate substantial job growth—between 12 and 21 percent. Moreover, the authors find that there were increases in jobs in the zone held by residents (17.6 percent), but less evidence of such effects for nonresidents (6.4 percent, not significant). The Census data also point to large increases in non-zone employment of zone residents (12.3 percent, not significant). The fairly large estimated employment effects for zone residents working outside the zone suggest that the effects on zone employment are not fully attributable to the hiring credit. The block grants were substantial, and there is some evidence—although Busso, Gregory, and Kline note that it is far from rigorous—that the block grants, or something else about the zones, may have attracted large amounts of outside private capital.25 This could have boosted employment of nonresidents in the zone, and perhaps, through spillovers, employment of zone residents outside the zone. If in fact the block grants played a major role, this might help square the results of Busso, Gregory, and Kline with other weak evidence of effects of enterprise zones on job growth.26

Other studies of the impact of federal empowerment zones lead to less-favorable conclusions. Hanson (2009) finds that selection into the program is based on unobserved improvements in economic conditions, biasing other studies toward estimating positive effects.27 After taking this into account, he finds no significant effects on employment.
Careful accounting for negative spillovers is also important for understanding the impacts of place-based policies. Hanson and Rohlin (2013) attempt to directly estimate the spillover effects of federal empowerment zones on nearby or similar areas—effects that could be negative or positive. They identify tracts that are similar to the empowerment zones—in terms of either geography or economic characteristics—and compare changes from before and after zone designation for the close tracts to what happened in tracts that were close—on the same measure—to the rejected applicants in other cities (which became enterprise communities). The evidence points to negative spillover effects on establishment counts and employment. Hanson and Rohlin (2013) suggest that empowerment zones are, to a first-order approximation, simply reallocating economic activity among similar areas.

Yet another concern is that positive average effects of empowerment zones may mask distributional effects that are much less favorable to the disadvantaged. Reynolds and Rohlin (2015) conclude that the zones were advantageous to high-skilled, high-income people who, to some extent, likely moved into empowerment zones because the program made these areas more attractive. In contrast, the zones were neutral or even harmful to the impoverished residents of these zones. They find that the effects on median household income and poverty were small and statistically insignificant.28 Thus, these results present a more-negative portrait of federal empowerment zones as failing to deliver on the goal of helping low-income families than the evidence presented in Busso, Gregory, and Kline (2013) and Ham et al. (2011).29

Enterprise zone programs vary in the level and nature of tax credits and other incentives, as well as in other forms of assistance available to zone businesses. This heterogeneity across programs limits how much one can generalize from the study of a single program, and heterogeneous effects could help explain why the extensive research literature on the employment effects of enterprise zones is not unanimous in the conclusions it reaches. For example, Wilder and Rubin (1996) concluded that enterprise zones were more effective when tax incentives were “complemented by more traditional supports for economic development (e.g., technical assistance, location/site analysis, special staffing)” (478). And more-recent evidence in Kolko and Neumark (2010), which supplements their analysis of California enterprise zones with a survey of enterprise zone administrators, finds, among other results, that enterprise zones have a more-favorable effect on employment in zones where managers report doing more marketing and outreach activities. One implication of these findings is that the overall evidence from the research literature on enterprise zones may be somewhat
too pessimistic, and that it might be possible to find ways to make enterprise zones more effective at creating jobs.

However, it is very hard to make the case that the research establishes the effectiveness of enterprise zones in terms of job creation, poverty reduction, or welfare gains. At the same time, there is an obvious appeal in using place-based policies to try to improve socioeconomic conditions in neighborhoods that have concentrated disadvantage. These lessons inform my proposal, which tries to combine some of the potential benefits of encouraging job creation in neighborhoods with many disadvantaged residents, but differs from enterprise zones in ways that are likely to prove more beneficial to these neighborhoods.

**Opportunity Zones Unlikely to Ameliorate Concentrated Poverty**

Despite the unconvincing track record on enterprise zones, the Trump administration recently revealed a new version of place-based policies, designating opportunity zones in 18 states, as part of the Tax Cuts and Jobs Act of 2017. While intended to spur job creation, and targeted at disadvantaged Census tracts, opportunity zone incentives are directed at investors in property, allowing deferral or avoidance of federal taxes on capital gains in investments in these zones (U.S. Department of the Treasury 2018).

Past research may provide some insight into the potential effects of such a policy. Freedman (2012) examined the federal New Markets Tax Credit program, which has some parallels to the opportunity zone program in its focus on real estate development, although it also subsidizes capital investments for businesses through loans or preferential interest rates. For the period studied (2002–09), the NMTC provided $26 billion in tax credits to investors making capital investments mainly in businesses located in moderately low-income neighborhoods, defined as tracts that had median family incomes below 80 percent of the state’s median income, based on metro status, in the 2000 census. Freedman reports that around 70 percent of the funds went to commercial real estate development, and most of the rest went to business development, mainly as loans to firms.30

The evidence suggests that there is a jump in NMTC investment just below the tract-level median family income eligibility threshold—about $1 million more in NMTC investment than similar tracts that do not qualify, and about 0.05 additional businesses receiving investment. Given that these amounts seem fairly small, it may be more plausible to believe that the effects Freedman (2012) finds flow more from the real estate development side of the NMTC. Freedman finds a modest poverty-reduction effect,
which he characterizes as limited and costly, with a cost of about $23,500 to lift one person out of poverty. At the same time, he also finds some evidence consistent with compositional changes, with a few of the estimates indicating increases in household turnover of about 0.75 percentage points. Such displacement effects could imply even higher costs to reduce poverty. However, unlike some of the work on enterprise zones, Freedman does not find evidence of an effect on median housing values, with estimates very close to zero, which is less consistent with a compositional change toward higher-income, higher-skilled people. Given the potential compositional shifts, the difficulty of understanding how such small amounts could have much impact, and the small impacts that occurred even if we rule out compositional changes, it is hard to attribute much success to the NMTC program. This likely does not bode well for the success of the new Opportunity Zones program.

The Proposal

There are many reasons for policymakers to be interested in improving employment opportunities in urban areas that have concentrated disadvantage. As discussed in the introduction to this volume, these include reasons of efficiency and equity. Successful policies could increase the tax base, reduce crime, improve outcomes for children, spur human capital investment, and generate positive externalities for other city residents.

Although the benefits of improving socioeconomic circumstances in neighborhoods with high concentrations of poverty will accrue to many city residents, such benefits will likely accrue in particular to nonpoor members of minority groups, who tend to cluster residentially in poor areas. Research suggests that living in poverty areas creates extra hardships for the poor and nonpoor alike, owing to less private sector investment, higher crime, weaker labor market networks, and worse health, as well as decaying infrastructure and lack of quality physical public goods (Dempsey 2008; Schilling and Logan 2008; Wiewel and Persky 1994; Wilson 2008).

Finally, recent research indicates that policies that deliver gains in employment and income in disadvantaged areas may have important short- and long-term positive spillovers for places. Shorter-term spillovers can arise from network effects that generate positive multipliers from local hiring (e.g., Hellerstein, McInerney, and Neumark 2011; Piil Damm 2014). Chetty et al. (2014) show that the disadvantage of neighborhoods can have lasting impacts on the next generation. I am therefore proposing a new approach to creating job growth in areas with high concentrations of disadvantage, which I call Rebuilding Communities Job Subsidies, or
RCJS. RCJS retains the goal of trying to incentivize the creation of jobs in urban and other areas of concentrated disadvantage for residents of those disadvantaged areas (defined as sets of Census tracts). But it represents a significantly different approach from enterprise zone programs. RCJS is characterized by the following core elements.

First, RCJS will subsidize jobs in two phases. In the first phase, lasting up to 18 months, RCJS jobs will be fully subsidized by the federal government, with the possibility of cost sharing with state or local governments; workers in these jobs generally will be deployed by local nonprofits. In the second phase workers will transition to private sector jobs. These jobs will be subsidized at a 50 percent rate by the federal government for the first $30,000 of annual earnings—again, with the possibility of cost sharing with state or local governments—for an additional 18 months, on the condition that these jobs require some of the skills that workers develop in the initial period. Private sector employers claiming RCJS do not need to be located in the target areas, although workers must initially reside in those areas. Employer eligibility for subsidies for new employees will be terminated if the retention rate of prior employees hired under RCJS falls below 50 percent within one year of the end of the subsidies. Continued eligibility of nonprofits for RCJS funds will depend on successful placements of workers in private sector jobs, and the same retention criterion.

Second, RCJS jobs in the first phase must contribute to revitalizing and improving the areas of concentrated disadvantage where the jobs are subsidized.

Third, RCJS jobs in the first phase must be administered by local nonprofits, in partnerships with local employer and community groups, with the optional support of larger nonprofits based elsewhere. Together, these groups will identify local needs that the subsidized jobs help address and structure subsidized jobs such that they quickly build skills and effectively lead to successful private sector job placements. Financial support will be provided for training to support building these skills.

Fourth, RCJS job subsidies will be limited to workers in families below 150 percent of the poverty line if the hired individual is already employed, and 100 percent of the poverty line if the individual is not employed. And eligibility for RCJS subsidies will be restricted to areas that are substantially disadvantaged, defined as areas encompassing four to six Census tracts in which, on average, 40 percent or more of individuals are below the poverty line (the definition of extreme poverty). RCJS is not restricted to urban areas. However, the structure of RCJS makes it more likely that it will be applied to urban areas.
Fifth, RCJS should be administered by the U.S. Department of Housing and Urban Development (HUD), which has administered federal enterprise zone programs. HUD would establish a competitive application process, soliciting proposals from the types of nonprofits outlined in the proposal, and choosing potential treatment areas based on two criteria: expected success at leading participants to higher-paying private sector jobs, and improvement of the targeted area via the jobs subsidized in the first phase of the subsidies. Program administrators might also want to give preference to applications that include cost sharing by state or local governments, although this should receive little weight to maintain the broadest availability of RCJS in places with little fiscal capacity.

**RATIONALES FOR CORE ELEMENTS OF RCJS**

The two-phase structure of RCJS—initial, fully-subsidized jobs with local nonprofits, followed by partial subsidies of private sector jobs—is intended to accomplish two goals: first, to create a strong incentive for a fast ramp-up in job creation; and, second, to induce the transition of workers in these subsidized jobs into higher-paid jobs in the private sector. With regard to job creation, there is evidence from past guaranteed/subsidized jobs programs (e.g., the TANF Emergency Fund during the Great Recession) that take-up of generous subsidies could be large and fast, and could lead to some positive post-program effects (see the discussion below). The subsidies then phase out over time, contributing to the goal of increased economic self-sufficiency. RCJS is intended to be complementary with other policies, such as the EITC, which provide ongoing work subsidies (to workers, rather than to employers) for workers in lower-income families.

*Improving Neighborhoods*

The focus on improving neighborhoods is intended to encourage the creation of jobs that, in addition to helping workers and their families, also increase the productive potential and quality of life in the targeted areas. We know from existing research that there are deeper problems in urban areas that simple hiring credits, even if effective, are unlikely to address. These problems are often related to poor infrastructure such as parks and schools, safety, side effects of depopulation such as vacant lots and abandoned homes, and a need for tutors or health-care providers. (See, e.g., Dempsey 2008; Schilling and Logan 2008; Wiewel and Persky 1994; Wilson 2008). The focus on neighborhood improvement also reflects the concern that place-based policies lead largely to reallocation, rather than creation, of economic activity.
There is no way to guarantee that a neighborhood that improves because of a policy intervention such as RCJS (or any other place-based policy) will not generate some relocation of economic activity or displacement of the most-disadvantaged residents. However, by generating actual physical (or human capital) improvements, RCJS can do more than simply reallocate jobs and people, making it more likely that the program will, on net, result in improvements to disadvantaged areas and skill increases among the residents of those areas. Unfortunately, we as yet know very little about whether place-based policies lead to sustained growth in jobs and income after subsidies end. There is evidence of a long-term benefit from the Tennessee Valley Authority (Kline and Moretti 2014a), although the applicability of this evidence to much smaller-scale place-based policies is questionable. Nonetheless, it seems reasonable to presume that focusing job creation under RCJS on jobs that improve neighborhoods is more likely than simple hiring credits to generate positive spillovers that can help spur job creation and business investment over the longer term.

The focus on work that will improve neighborhoods can also lead to the creation of jobs that can prepare workers for higher-skilled jobs, such as construction and skilled trades, education, and health care. For example, subsidized nonprofit and subsequent private sector jobs could entail improvement of schools, parks, or other public infrastructure, or working in community health centers or larger medical enterprises. We know that there are some higher-paying jobs in these sectors, and there is ample anecdotal and survey evidence of strong demand for these middle-skill jobs that do not require a college education, but do require skills that take time to acquire. Indeed, a past Hamilton Project proposal (Holzer 2011) called for enhanced workforce development systems to help move workers into these and other middle-skill jobs, relying on both community colleges and private employers to help create career pathways. In neighborhoods where RCJS is implemented, the two ideas can be highly complementary.

**Skill Building: The Roles of Nonprofit and For-profit Employers**

The requirement that jobs subsidized under RCJS must have the potential to quickly build skills that lead to good jobs in the private sector is intended to better support individual and family economic self-sufficiency. This strategy contrasts with the bias toward the creation of low-wage, higher-turnover jobs in current and past enterprise zone programs. For example, federal empowerment zones offered a credit of 20 percent of a worker’s wages, up to a maximum $3,000 (at $15,000 in wages paid), thereby providing the largest relative subsidy to the lowest-wage and hence lowest-skilled workers. Similarly, California’s program paid up to 50 percent of wages up
to 150 percent of the minimum wage. In both cases the credit declined over the employee’s tenure, potentially leading to excessive job churn. Moreover, the hiring incentives offered under these and other programs are in no way tied to the creation of skills that can lead to higher-paying jobs.

The requirement that RCJS jobs must be administered by local nonprofits, in partnerships with local employer and community groups, is intended to reinforce the revitalization/improvement goals of the policy. In addition, this requirement should lead to the development of subsidized jobs that are more likely to yield successful private sector job placements using the skills acquired. Local nonprofits, local businesses, and community members are more likely than outsiders to know the unique challenges and needs in the areas in which they work. And local businesses, perhaps in conjunction with community colleges, can help to identify the most promising local jobs for which to train participants. There is also scope to partner with larger nonprofits based elsewhere, which may be able to provide infrastructure and expertise drawn from their prior experiences.

The RCJS proposal also takes account of racial mismatch and local—possibly racially stratified—labor market networks. RCJS focuses on helping disadvantaged residents in targeted areas; it imposes income targeting and residence requirements for eligibility, as well as the explicit goal of improving the targeted areas. Moreover, the involvement of local nonprofits and community organizations should channel efforts in ways that most help local residents. Furthermore, the involvement of local nonprofits might make it more likely that local programs are structured to deliver more benefits to low-income residents of the community rather than landowners and higher-income newcomers.

The suggested rules regarding job retention criteria for private sector employers to remain eligible for partial RCJS subsidies are intended to incentivize the creation of longer-term jobs, and reduce the incentive of employers to churn employees—replacing unsubsidized employees with subsidized employees to extract greater benefits from the subsidy program. The possibility of churning workers to take advantage of hiring credits is a long-standing concern (see, e.g., Bishop and Haveman 1978), and Neumark and Grijalva (2017) find evidence of job churning under countercyclical hiring credits. Similarly, making continued eligibility of nonprofits for RCJS funds dependent on successful placements of workers in private sector jobs is intended to incentivize effective training and good job placements. In addition to providing incentives, these requirements will make RCJS a more attractive program to nonprofit and for-profit employers that can
achieve strong labor market outcomes for many participants, and a less attractive program for those that cannot.

**Focusing on Concentrated Poverty**

The targeting of RCJS subsidies aims to achieve two objectives: supporting low-income families and leading to jobs that pay well above the minimum wage. The requirement that workers eligible for RCJS subsidies initially live in the targeted areas is meant to maximize impact on disadvantaged areas. However, so as not to impede mobility—especially when taking private sector jobs—moving out of the targeted area will not end eligibility for the subsidy. Moreover, employed workers are eligible, albeit at a higher family income threshold, so that individuals already employed in low-wage jobs can still be eligible for RCJS.

The criterion for eligibility of geographic areas—four to six Census tracts in which, on average, 40 percent or more of individuals are below the poverty line—is intended to achieve two goals. First, it targets RCJS to the neediest areas; second, it focuses RCJS incentives on areas that are relatively compact, but not so small as to limit opportunities for training and job opportunities or to unduly constrain the efforts of local nonprofits.

Finally, the emphasis in much of my discussion on urban areas is not intended to ignore or deny the importance of rural poverty. However, the focus of RCJS on not only creating jobs, but also improving infrastructure and other elements of neighborhoods with concentrated disadvantage, makes it likely that the program will yield the most benefits in urban areas.

**WHY A PLACE-BASED POLICY?**

Given that past enterprise zone programs have generally been unsuccessful, why propose a new place-based policy? Concentrated poverty and disadvantage remain serious concerns that may be amenable to policy solutions. There are a number of potential rationales for place-based policies, as discussed in Neumark and Simpson (2015) and more recently in Austin, Glaeser, and Summers (forthcoming), with reference to much broader geographic areas of the United States. We do not have solid evidence on all of these, but I believe there is a strong case for continuing to try to develop effective place-based policies, targeting areas of concentrated disadvantage, to use as part of our policy approach to reducing poverty—and urban poverty in particular.

Market imperfections that have been highlighted in the labor economics literature help to justify the kind of antipoverty, place-based policy proposed
here. One type, discussed earlier, is spatial and racial mismatch. These hypotheses imply that place-based incentives need to focus on jobs for local residents, which is the case with RCJS. A second rationale for place-based policies is positive externalities stemming from network effects, whereby employment of residents can help other residents find jobs. Again, RCJS incorporates this perspective, incentivizing jobs for local residents, which existing research (e.g., Hellerstein, McInerney, and Neumark 2011) suggests is necessary to reach the disadvantaged residents of some areas—especially minorities. Finally, consistent with evidence on the spatial mismatch hypothesis, Bound and Holzer (2000) show that less-skilled workers are less likely than high-skilled workers to move in response to local labor demand shocks. This provides another reason for policymakers to focus on spurring job creation in areas where low-income workers live.

**EVIDENCE ON THE POTENTIAL EFFECTIVENESS OF RCJS**

I am not aware of a policy closely similar to RCJS that has been tried in the past. However, there is evidence from research on existing or past programs that provide empirical support for some elements of the proposal, or that can address potential criticisms.

**Hiring Credits**

Evaluations of the effectiveness of enterprise zones have been disappointing, as are the generally negative findings from past research about the effects of general hiring credits used to boost labor demand, especially hiring credits targeting the disadvantaged.\(^{38}\)

The poor track record of these kinds of hiring credits is often attributed to stigmatization of those eligible for the credits. Eligibility of workers for targeted hiring credits can provide information to employers that they have been unsuccessful in the labor market, leading employers to regard eligible workers as risky or as less productive, offsetting the potential impact of the hiring credit (Dickert-Conlin and Holtz-Eakin 2000; Katz 1998). The problem may be particularly severe for narrowly targeted hiring credits (e.g., Burtless 1985).

RCJS has the potential for similar risks, but stigmatization is less likely to be a problem. RCJS does not target workers based on factors that necessarily indicate past employment difficulties, such as long-duration unemployment, welfare receipt, a criminal record, and so on. Rather, its targeting is based on residence in a neighborhood with concentrated disadvantage, as well as low family income. These criteria can be correlated with individual characteristics that might be negative signals to employers.
However, potential employers will likely understand that low income, and interest in RCJS subsidies, is in part a reflection of place, not people. That is, an employer looking at a worker’s eligibility for RCJS would rationally attribute at least part of the worker’s eligibility to factors beyond the worker’s control, making it less likely that eligibility would stigmatize the worker.

The argument has some parallels to arguments I made in Neumark (2013) about the likelihood of more-positive effects of hiring credits enacted in response to severe economic downturns. I argued that a hiring credit focused on nonemployment related to the business cycle is less likely to result in eligible workers being stigmatized, because eligibility for such a hiring credit based on current unemployment or labor force nonparticipation might not send employers much of a bad signal. Earlier evidence consistent with this argument comes from Katz’s (1998) analysis of the federal New Jobs Tax Credit (NJTC), which was intended to help spur recovery after the recession in the 1970s. The NJTC was noncategorical rather than targeting specific groups. Katz finds that a “temporary, noncategorical, incremental employment subsidy” (31) such as the NJTC has some potential for creating job growth. Neumark and Grijalva (2017) present more-recent evidence based on state-level hiring credits, many of which were enacted as countercyclical tools during and after the Great Recession. They find that some specific types of hiring credits enacted during the Great Recession succeeded in boosting employment, including credits targeting the unemployed. Heaton (2012) provides additional evidence of positive employment effects for hiring credits adopted during (or just before) the Great Recession, examining the 2007 expansion of the Work Opportunities Tax Credits (WOTC) for veterans entitled to compensation for a service-connected disability.39

Kroft, Lange, and Notowidigdo (2013) provide evidence that is particularly relevant to geographic variation in labor market strength. In a hiring field experiment, they find that, although callback rates are lower for long-term unemployed workers, the stigmatizing effect of a long unemployment spell is less strong when the labor market is weak. Of course, RCJS is not a countercyclical hiring credit. But as with countercyclical hiring credits, the greater role of circumstances as opposed to individual characteristics in determining eligibility for RCJS could reduce stigma and hence boost the benefits of the program.
Subsidized Wages

Wage subsidies have also been the subject of useful recent research. The American Recovery and Reinvestment Act (ARRA) of 2009 included a $5 billion Temporary Assistance for Needy Families (TANF) Emergency Fund, under which states could get substantial reimbursement for subsidizing jobs. States were not limited to creating subsidized jobs programs for families receiving TANF, and many chose a broader target population, using a higher income threshold, extending the program to the long-term unemployed, and so on (Farrell et al. 2011).

The evidence shows that the program overall resulted in a large number of job placements: there were approximately 260,000 placements of low-income parents and youth in subsidized jobs during 2009 and 2010 (Warland, Young, and Lower-Basch n.d.), half of these representing summer jobs for youths (Farrell et al. 2011). In addition, evidence from surveys of participating employers points to strong support for these programs (Roder and Elliott 2013), and Lower-Basch (2011) reports that states found more employers willing to hire the target population than they could accommodate. The large level of placements, if nothing else, suggests that RCJS could expect a strong response to its heavily subsidized jobs, in contrast to the experience of low take-up for other hiring credit programs (Hamersma 2003), often attributed to both administrative costs and stigma.

The stigma associated with these wage subsidies might have been lower because of their adoption following a severe recession, when many people were unemployed because of negative demand shocks (paralleling the argument for hiring credits targeting the unemployed), and because eligibility for Emergency Fund subsidies was broad compared to earlier credits narrowly targeting the disadvantaged. For example, some states set eligibility based on family income at or even above 200 percent of the poverty line (Pavetti, Schott, and Lower-Basch 2011). In addition, subsidies of 100 percent might have allayed employer concerns about worker quality since they could terminate the worker without having incurred any direct wage costs. Also, in some cases the employer of record was a nonprofit intermediary or workforce agency, protecting firms from adverse impacts on their unemployment insurance (UI) tax rating and other legal liability when workers exit (Lower-Basch 2011). This provides further support for the RCJS model of relying on nonprofits in the first phase of job subsidies.

Did these wage subsidies lead to job creation, or did they just create windfalls? One type of evidence, which should be taken with a grain of salt, comes from surveys of employers or program administrators. Pavetti, Schott, and Lower-Basch (2011) report that administrators of subsidized
employment programs surveyed by telephone claimed that the subsidies helped some small businesses expand. Roder and Elliott (2013) conducted a telephone survey of employers who took part in job subsidy programs in three states, and report that 63 percent said they created new positions to hire the subsidized workers.

Turning to the question of post-program effects, many descriptions of TANF Emergency Fund job subsidy programs note a high degree of placement in unsubsidized jobs after program completion. Lower-Basch (2011) notes that several states and counties reported “retention rates ranging from 10 to 50 percent” (10), and describes a Boston program in which 46 percent of graduates obtained unsubsidized employment after the program ended. However, this evidence does not compare experiences of participants and nonparticipants, and is unlikely to reveal a causal impact of the program.

More compelling evidence comes from studies of two TANF Emergency Fund programs. A study of the Florida Back to Work Program, using state UI records, finds higher earnings and employment for participants, including the long-term unemployed, than for eligible nonparticipants in the four quarters after the program ended (Roder and Elliott 2013). Similar results were obtained for the program in Los Angeles County that included paid work experience that subsidized nonprofit or public sector jobs, as well as an on-the-job training program that subsidized jobs with private employers who agreed to hire participants after an initial two-month trial period (see Glosser, Barden, and Williams 2016). A randomized evaluation study found that, one year after assignment to the program, employment was substantially higher in the two treated groups than in a control group, and was highest for those in the paid work experience.

Lower-Basch (2011) suggests that these more-positive conclusions compared to the research on effects of past hiring credits targeting the disadvantaged may be attributable to the discretionary nature of the TANF Emergency Fund job subsidy programs, in which administering agencies were “able to select both employers and workers to participate” (2). In contrast, programs such as WOTC were available to any employer who hires from the targeted population and files the required paperwork. Some of these potential advantages of the TANF Emergency Fund job subsidies might also apply to RCJS.

There are a few past programs with some features that are similar to RCJS. Box 4 describes these programs and appendix table 2 (online only) provides a summary.
BOX 4. Past Programs That Share Features with RCJS

The Neighborhood Jobs Initiative (NJI) was targeted at neighborhoods in four cities from 1998 to 2001. It included three types of employment services: employment-related services such as training and counseling; increasing knowledge about programs that create work incentives, such as the EITC, TANF earnings disregards, and child-care subsidies; and community support for work, such as working with community-based organizations to create employment programs. The NJI was funded by nonprofits, with technical assistance from MDRC and the Urban Institute. Although there was no formal quantitative evaluation of this program, NJI sites set out to bring neighborhood employment up to employment levels of the surrounding area, with a focus on both job quality and retention, typically on a five-year timeline. By the time of the final MDRC report, data show that the Fort Worth and Chicago sites were on track to meet their goals. MDRC found that programs were more appropriate for neighborhoods with a more-stable population—those without too much movement in and out of the community—where residents are in the neighborhood long enough to benefit from the programs (Molina and Howard 2003).

Phase I of the Earn + Learn program ran from 2011 to 2013; it was a subsidized jobs and training program, targeting minority males aged 18–24, formerly incarcerated individuals, and chronically unemployed adults in Detroit, Flint, and Saginaw. Paralleling RCJS, Earn + Learn had some training and employment opportunities focused on removing urban blight, with about 10 percent of placements in construction but also a good number—25 percent—in manufacturing (see Schultz Patel 2015). One focus of the program, partnering with the Detroit Training Center, trained students in both traditional demolition as well as deconstruction. Earn + Learn was funded by foundations, and state and local governments. There was some evaluation based on observational data and interviews, with some indication of participants moving into unsubsidized jobs, but no evidence based on comparison groups.

The New York City Parks Opportunity Program (POP), which has run from 1994 to the present, is a transitional jobs program
focused on cleaning and maintaining city parks, funded by the city government. Participants receive six-month placements in parks maintenance and operations, where they receive training in basic skills such as forestry, security, or horticulture, as well as training in soft skills and general skills such as computer literacy and English as a second language. The focus on improving urban infrastructure has parallels to RCJS. However, POP has quite different targeting, focusing on welfare recipients who have reached their five-year benefit limit. In addition, training in fields such as forestry or horticulture might be less productive if there are few private sector jobs requiring these skills. The program has placed over 11,000 trainees into full-time positions since 1994, and ratings of park sites are reported to have improved significantly, although the report notes recent increases in crime (see Council of the City of New York 2017).

New Hope for Families and Children was run in two inner-city neighborhoods in Milwaukee. For adult residents of eligible neighborhoods, New Hope offered community service–based full-time jobs at local nonprofits, personalized job search and employment assistance, and monthly earnings supplements, along with subsidized health insurance and child care. Within the targeted neighborhoods, participants had to have household incomes below 150 percent of the poverty line and be willing and able to work at least 30 hours per week. Funding came from foundations, companies, and state and federal sources. Similar to RCJS, local nonprofits played an important role, and some community-service jobs were in construction and property maintenance.

Unlike the other programs discussed in this box, New Hope was evaluated with a rigorous random assignment design. The program shows positive long-term effects on earnings, employment, marriage, mental health, and child achievement and behavior, although there was some fade out. Only about a third of participants in subsidized jobs did not transition to an unsubsidized job (see Center on Poverty and Inequality 2016; Miller et al. 2008).

More recently, Chicago CRED (Creating Real Economic Destiny; 2017) has provided transitional jobs and support services to
INCORPORATING AN EVALUATION COMPONENT

It is always useful to evaluate program effects, but even more so in the context of RCJS, given the unimpressive track record of past place-based policies. Thus, funding for RCJS should include support for evaluation, and initial implementation should be limited to what is needed to learn about program effects, with a more scaled-up approach dependent on evaluation outcomes.

To obtain the most rigorous evidence, two levels of randomization are needed. First, given that one of the key goals of RCJS is to impact neighborhoods, there has to be randomization across sites. Local organizations should develop proposals for RCJS funding. Program administrators should select twice as many sites for implementation as can be funded under the allocated budget, and then randomly select half of these sites for implementation. It might also be ideal to do the randomization within states and (if possible) within metropolitan areas, so that a within-state or within-city design can be used to control for other unobservables that could be correlated with selection into the program.

Some neighborhood-level data can be obtained from public sources, such as tract-level poverty rates, although ACS data regarding this and other variables are only publicly available in five-year roll-ups. Ideally, a research partner would be identified that can access confidential ACS data at a Census Research Data Center, enabling that partner to study data at the tract level at an annual frequency. Other tract-level measures, such as crime, business openings, and so on, are also important, and the research partner might need to develop or use other data sources on some of these
(such as the National Establishment Time Series, and crime reports) to fully evaluate the RCJS program.

It is also important to assess the effects of RCJS on individuals, in addition to communities. This level of the analysis requires randomization of access to subsidized RCJS jobs across individuals and within the selected sites. Local program administrators should select a number of applicants that is double the allocated number of subsidized jobs, and then randomize those selected to treatment and control groups. For analysing labor market outcomes for these two groups, state UI records are ideal, so I propose that data cooperation agreements with state agencies be a requirement for program selection. Absent this requirement, data collection on individuals randomized to treatment and control groups would be much more difficult.

In addition to this experimental analysis, it is possible to gain insights from qualitative research on implementation via interviews with program administrators and other stakeholders, as well as from quantitative research that captures variation in implementation across sites. Such implementation variation is often important in similar programs, and this evidence can help researchers to interpret the experimental results, providing lessons for future implementation should policymakers decide to scale up the program.

**COST ESTIMATES**

A serious implementation and evaluation of the RCJS program could be done at a moderate expense. In this section I provide a rough estimate of costs.

The program is scalable, with the overall cost depending on both the number of implementation sites and the number of participants at each site. I begin with an estimated cost per worker and per site, and then suggest a reasonable scale and the implied overall cost.

Suppose workers are hired at a wage of $10, which is $2.75 more than the current federal minimum wage. (Of course, in states or cities with a higher minimum wage, the wage would have to be accordingly higher.) Accounting for other labor-related costs and the likelihood of implementation in some areas with higher minimum wages, assume a cost of $30,000 per worker per year for labor costs in Phase 1. It is difficult to estimate costs for training and other services, but I assume this is another $15,000 over the life of the period of full subsidies, implying a labor cost of $60,000 per worker for the Phase 1 full 18-month subsidy period. The subsidy amount in Phase 2
depends on the average private sector wage paid to participants. Assuming that only the first $30,000 of wages per year are subsidized, the 50 percent subsidy over an additional 18 months adds $22,500 in cost per worker, for a total per-worker estimated cost over three years of $82,500.

The number of sites and the number of jobs per site are the other key factors in calculating the cost. I assume an average of 50 local jobs per site, which seems small enough to be feasible but large enough to have an impact on the local area. Given that recent data show the average number of employed persons per extreme poverty tract is 1,591, these 50 jobs would represent about a 3.1 percent increase in jobs held by residents, although there could be some crowd-out of other employment. With 50 jobs per site, the per-site cost is $4.125 million. Finally, suppose 100 sites are funded. As shown in table 1, there are about 4,100 extreme poverty Census tracts in the United States. Thus, 100 sites of around five tracts each would cover about 12 percent of extreme poverty tracts. Furthermore, not all extreme poverty tracts would qualify for RCJS, whether due to absence of participating nonprofits or other considerations. Thus, this experimental phase would cover a sizable share of potentially eligible tracts, while keeping costs at a reasonable level until the evaluation can provide policymakers with more information on effectiveness. This evaluation design would lead to 100 treatment and 100 control areas for the site-level analysis, and approximately 5,000 treated individuals and 5,000 control individuals in the person-level analysis. The total program cost would be $412.5 million.

Finally, as a rough estimate, a serious evaluation of the program could cost about $2.5 million, bringing the total cost to $415 million.

This may seem like a large cost for a program that, at the upper limit, would be expected to create 5,000 jobs—though these jobs would last for three years under the two phases of subsidies and hopefully longer, given the design. However, the experiences of other programs suggest that this cost is not inordinately high. The federal Empowerment Zone Program studied by Busso, Gregory, and Kline (2013) cost approximately $641 million. Their program estimates (table 10 of their paper) imply 6,928 net jobs created in the treated zones, which is comparable to the calculations in this chapter. It is also important to note that the per-job cost is not out of line with other costs associated with hiring credit programs focused on the unemployed. Neumark (2013) reviews a number of other studies and suggests that costs per job created under such programs, for what are generally much shorter durations, range from $9,100 to $75,000. Note that the actual credit available for such programs is typically much less. However, windfalls to employers for hiring that would have occurred absent the credit tend to
drive up the cost substantially (Neumark and Grijalva 2017), whereas RCJS seems less likely to produce employer windfalls.

On the benefit side, recall that RCJS aims to go beyond simply adding jobs, and will produce a meaningful impact on the community. That is, in the first 18 months the newly employed workers would be engaging in work to improve the community in a number of ways. So, the money is also purchasing improved public goods for the selected sites.

Of course, policymakers could well decide to reduce the wage subsidies—say to 50 percent during Phase 1 and 25 percent during Phase 2—which would cut the wage-subsidy costs of the program in half. This would probably reduce take-up; it is not clear how the jobs would otherwise be financed, particularly during Phase 1. To resolve some of this uncertainty, the evaluation could incorporate different subsidy levels to help gauge how impacts fall off with the subsidy level and whether lower subsidies have as high a benefit-to-cost ratio.

Note that these cost figures can be used to approximate the cost of extending the RCJS program to encompass all eligible locations. At the upper limit, retaining a figure of 50 jobs per site, the cost would be roughly 8.3 times the previous estimate of $412.5 million, or $3.4 billion. Of course, spending is unlikely to reach this high, because not all extreme poverty tracts would meet eligibility criteria, including the presence of nonprofits in a position to effectively use RCJS incentives. The ongoing costs of RCJS could be incurred annually—if a new cohort of workers were started in each year—or once every three years, if one cohort is funded at a time. Either way, RCJS holds the promise of delivering economic benefits to the nation’s neighborhoods that have the highest concentrations of poor residents. It does so at a cost that is small relative to other social assistance programs, and that has the potential benefit of leading to longer-term gains in earnings by building skills and improving disadvantaged areas, rather than simply providing safety net support.
Questions and Concerns

1. **Will RCJS confer benefits on its intended beneficiaries—residents of selected neighborhoods?**

   It is true that even if we just focus on redistribution, which should be easier to accomplish than net increases in jobs, urban economics highlights the potential complexities arising from mobility of people and capital. As discussed in Moretti (2010), a place-based job subsidy will result in higher wages unless labor supply is infinitely elastic. If labor is mobile, some workers will move to the subsidized area, and as long as housing supply is not infinitely elastic, housing prices and rents will increase, offsetting at least some of the gains to the original residents. Of course, some people in the targeted areas may own property, and for them the increase in housing prices is a gain. In the extreme case of perfect mobility of labor, the only effect of the policy is to increase land prices. This is a concern given that landowners are not the target population for place-based policies.

   However, other than unlikely knife-edge cases—such as infinitely elastic labor supply that implies no wage increases, or perfect mobility that undoes all gains from place-based policies—mobility probably will only partly undermine the effects of redistributive place-based policies, and, conversely, these policies will provide some benefits to the disadvantaged residents of the targeted areas.\(^\text{53}\) The potential mobility and land-price effects, as noted earlier, underlie Crane and Manville’s (2008) idea of trying to create institutional arrangements that make it more likely that the intended beneficiaries benefit. As noted above, this idea is built into the RCJS proposal.

2. **Is it necessary to offer 100 percent job subsidies in the first phase?**

   One can clearly question whether it is necessary to offer 100 percent job subsidies in the first phase, rather than some smaller subsidy. I embrace this dimension of the proposal for two reasons. First, RCJS is intended to have a strong effect on employment, and to create spillovers that could help improve disadvantaged areas. For that reason, trying to induce as much take-up as possible—which includes local nonprofits and related organizations creating ways to use workers under RCJS—is inherently valuable.

   Second, this element of RCJS dovetails at least partially with calls for guaranteed jobs in the United States, as a response to low wages and low employment among the least-skilled workers. This is an idea that has been embraced by prominent Democrats, including Cory Booker, Kirsten Gillibrand, and Bernie Sanders—all three of whom might run for president.
in 2020. Two of the key rationales for guaranteed jobs programs are, first, to create jobs, and, second, to provide a wage floor with which other employers will have to compete. This is not the place to delve into a full discussion of the merits of a guaranteed jobs program, but there are clear limitations of a national proposal: the prohibitive cost, the potential creation of jobs that do nothing to build skills and prepare people for private sector jobs, and the open-ended nature of the commitment of the government to paying or subsidizing wages. Although some might argue that these criticisms do not undermine the case for a guaranteed jobs program, it simply seems infeasible that proposals with such pitfalls will attract sufficient political support. In contrast, RCJS has elements of a guaranteed jobs program that could make it more palatable to policymakers who are likely to be more skeptical of government job creation efforts: it targets a limited number of disadvantaged areas, based in part on a competitive process that chooses promising deployment of RCJS support; it seeks to improve these areas, and it aims at transitions of participants into higher-wage, private sector employment.

3. Will hiring credits create windfalls for employers?

Another potential problem with hiring credits is that they could create windfalls for employers, leading to credit payments for jobs that would have been created regardless, whereas an effective program should provide incentives for employers to create jobs they would not otherwise have created. Such problems may be particularly urgent for low-skilled or disadvantaged workers, who have high turnover. However, this seems less likely to be a concern in the kinds of areas the RCJS targets, which tend to have low labor demand. Moreover, the particular structure of RCJS—using nonprofits to engage workers in jobs that improve areas of extreme and concentrated poverty—makes it even more likely that the program would create jobs that would not otherwise have been created.

Conclusion

The RCJS proposal is intended as a proactive policy to address poverty in areas of extreme poverty. RCJS retains the geographic targeting of prior place-based policies such as enterprise zones, but with a very different structure, and different incentives, that are intended to increase positive impacts on residents of the targeted areas. Specifically, RCJS emphasizes building skills that can lead to higher-paying private sector jobs, and improving the disadvantaged areas to which program benefits are targeted. I believe that RCJS offers the potential for substantial improvements in economic conditions in areas where our nation’s poorest residents live.
## Summary of U.S. Evidence on Enterprise Zones

<table>
<thead>
<tr>
<th>Study</th>
<th>Program</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neumark and Kolko (2010)</td>
<td>California enterprise zones</td>
<td>No significant evidence of employment effects measured at establishments in zones: estimates range from −1.7 to +1.8 percent (levels), with large confidence intervals (≈ −8 to +6 percent); no evidence of spillovers.</td>
</tr>
<tr>
<td>Kolko and Neumark (2010)</td>
<td>California enterprise zones</td>
<td>Zones more involved with marketing and outreach exhibited positive employment effects; zones focused on tax credits exhibited negative effects.</td>
</tr>
<tr>
<td>Elvery (2009)</td>
<td>California and Florida enterprise zones</td>
<td>No evidence of positive employment effects on zone residents: estimates for California range from −0.4 to −2.6 percent; for Florida from −1 to −4 percent.</td>
</tr>
<tr>
<td>Freedman (2013)</td>
<td>Texas enterprise zones</td>
<td>Positive effect on employment growth among zone residents (1–2 percent per year, sometimes significant); employment effects concentrated in jobs paying less than $40,000 annually, and in construction, manufacturing, retail, and wholesale; positive effects on job growth among zone employers (3–8 percent per year, rarely significant). Negative and insignificant effects on share black and with income below the poverty line. Significant negative effect on vacancy rate (−4 percent). Significant positive effect on median home value (10.7 percent).</td>
</tr>
<tr>
<td>Ham et al. (2011)</td>
<td>State enterprise zones, federal empowerment zones, federal enterprise communities</td>
<td>State programs, significant positive impacts on: unemployment rate (−1.6 percentage points); poverty rate (−6.1 percentage points); average wage and salary income (≈1.6 percent); employment (≈3.7 percent). Empowerment zones, significant positive impacts on: unemployment rate (−8.7 percentage points); poverty rate (−8.8 percentage points); average wage and salary income (≈20.6 percent); employment (≈34.2 percent). Enterprise communities, significant positive impacts on: unemployment rate (−2.6 percentage points); poverty rate (−20.3 percentage points); fraction of households with wage and salary income (4.9 percentage points); average wage and salary income (≈12.7 percent); employment (≈10.7 percent). Positive but insignificant spillovers on neighboring Census tracts.</td>
</tr>
</tbody>
</table>
## Summary of U.S. Evidence on Enterprise Zones

<table>
<thead>
<tr>
<th>Study</th>
<th>Program</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neumark and Young (2017)</td>
<td>State enterprise zones, federal empowerment zones, federal enterprise communities</td>
<td>Large poverty reductions from state programs reported in Ham et al. (2011) result from data error. Strong positive effects of federal empowerment zones reported in Ham et al. (2011) overstated because of selection into zones, and beneficial effects of enterprise communities likely spurious.</td>
</tr>
<tr>
<td>Busso, Gregory, and Kline (2013)</td>
<td>Federal empowerment zones</td>
<td>Positive and significant effects on job growth in Longitudinal Business Database (12–21 percent), likely concentrated among births, and existing establishments with &gt; 5 employees. Positive and significant effects on employment in Census data (12–19 percent); magnitudes generally larger for employment in zone of zone residents (15–17 percent) than non-zone residents (6–16 percent). Positive generally significant weekly wage effects on zone residents employed in zone (8–13 percent); magnitudes smaller for zone residents generally (3–5 percent and usually insignificant) and nonresidents working in zone (≈0 percent). No effects on rents, population, or vacancy rates, large significant positive effects on house values (28–37 percent).</td>
</tr>
<tr>
<td>Hanson (2009)</td>
<td>Federal empowerment zones</td>
<td>OLS estimates: positive significant effect on employment rate (2 percentage points); negative significant effect on poverty rate (−2 percentage points). IV estimates: No effect on employment rate (0 percentage points); insignificant positive effect on poverty rate (2 percentage points).</td>
</tr>
<tr>
<td>Hanson and Rohlin (2013)</td>
<td>Federal empowerment zones</td>
<td>Negative spillovers on Census tracts that are geographically or economically close to zone tracts: generally significant effects on number of establishments (−15.2 to −36.5); negative, sometimes significant effects on employment (−52 to −1,223, but many estimates in the range −300 to −600); negative spillovers roughly offset the positive effects in directly treated areas. Estimates of program effects based on comparison of the actual zone tracts to those that are close (using the same definitions) yield positive effects of about the same magnitude as the negative spillover effects.</td>
</tr>
</tbody>
</table>
APPENDIX TABLE 1. (CONTINUED)

Summary of U.S. Evidence on Enterprise Zones

<table>
<thead>
<tr>
<th>Study</th>
<th>Program</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reynolds and Rohlin (2015) Federal empowerment zones</td>
<td>Positive significant effects on mean household income (11 percent), but not on median household income (one-tenth as large). No significant effect on poverty rate (−1 percentage point); significant increase in proportion of households below one-half of poverty line (1.1 percentage points) and in households more than twice the poverty line (1.9 percentage points), coupled with significant reductions in households in between. Significant increase in share of households with income &lt; $10,000 and above $100,000. Other results point to higher-skilled, higher-income people moving in: increases in proportion of households more than twice the poverty line in areas of zone with above-median poverty rate initially, and increases in proportion below one half of poverty line in areas of zone with below-median poverty initially; increases in housing values for houses valued at $100,000 or higher, extending above $300,000.</td>
<td></td>
</tr>
</tbody>
</table>

Note: Most of this table comes from Neumark and Simpson (2015), although it has been updated to include more-recent studies.
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Endnotes

1. Based on the U.S. Department of Agriculture Economic Research Service's Rural–Urban Commuting Area Codes (grouped into four categories in which core, high-commuting, and low-commuting areas for metropolitan, micropolitan, and small-town areas are collapsed together), poverty is actually the highest in micropolitan areas (18.3 percent) and small-town areas (18.2 percent).
2. Micropolitan areas are defined as those areas with primary cities of between 10,000 and 50,000 residents.
5. Much of the discussion in this section draws from Neumark and Simpson (2015).
6. The potential for network effects to enhance the effects of job creation policies in poor areas might counter some of the criticisms of place-based policies, such as the argument that these policies
discourage the migration of the disadvantaged to areas with better economic opportunities, and that many of the benefits may go to commuters and new residents who have the skills to take advantage of newly created employment opportunities (Glaeser 2007). On the other hand, network effects could diminish the effects of some kinds of place-based policies. For example, a policy that leads employers to relocate to an area could do little to boost employment opportunities of local residents if the employees of the relocating companies are not networked to local residents.

7. Indeed, labor market networks that are stratified by race or ethnicity could help explain the racial mismatch evidence presented in Hellerstein, McInerney, and Neumark (2010) and Hellerstein, Neumark, and McInerney (2008).

8. Peer or neighborhood effects can also imply externalities between individuals (see Topa and Zenou 2015). For example, the presence of nonemployed residents might lead other residents to remain nonemployed by changing norms of behavior (Wilson 1987); conversely, creating some employment can have virtuous effects on others.

9. Ladd (1994) introduces the clarifying label of place-based people strategies to refer to policies that are geographically targeted, but with the intent and structure of helping disadvantaged residents in the targeted areas. RCJS is probably best viewed as belonging to this category since it targets lower-income residents of low-income areas.

10. For summaries of the Gautreaux and MTO programs, and reviews of findings, see, e.g., Chetty, Hendren, and Katz (2016), Duncan and Zuberi (2006), Ludwig et al. (2013), and Rosenbaum and Zuberi (2010).


12. Holzer, Quigley, and Raphael (2003) find mixed evidence on hiring of minorities from an expansion of mass transit in the San Francisco Bay Area to more-outlying areas (making reverse commuting easier).

13. As an example, California’s enterprise zones (discontinued in 2013) were intended to be areas with job-creation potential that were near (or overlapping with) federally designated targeted employment areas (TEAs); TEAs are Census tracts where more than half the population earned less than 80 percent of median area income. The most significant benefit provided within California enterprise zones was a hiring credit to businesses. Potentially undermining, in part, the distributional goals of the programs, a worker living in a TEA qualified for the hiring credit regardless of their characteristics.

14. Spending on the federal enterprise zone program through 2000 totaled nearly $400 million in block grants and $200 million in employment credits, with federal expenditures for the first six years of the program estimated at about $850 per zone resident. Enterprise communities had grants of just under $3 million, versus $100 million ($40 million) for the initial urban (rural) empowerment zones (U.S. Government Accountability Office 2006), and no dedicated hiring credits. In 2000 an additional program (renewal communities), with related but different criteria, was established, offering a hiring credit and other benefits. See Community Renewal Tax Relief Act of 2000.

15. Bartik (2004) notes that earlier related programs focusing on distressed communities include urban renewal in the 1940s and 1950s, model cities during the War on Poverty, and community block development grants.

16. Kline and Moretti (2014b) provide a largely theoretical discussion of the welfare economics of local economic development programs. Evidence from other countries is discussed in Neumark and Simpson (2015).

17. At the same time, Crane and Manville (2008) suggest that it may be possible to create institutional arrangements so that the increase in land values is captured by the public and redistributed, to some extent, to the intended beneficiaries. They refer to Community Based Agreements specifying, for example, that developers who capture the higher land values devote resources to higher wages, affordable housing, social services, etc.

18. That said, the relationship between empirical findings and welfare implications is complex. Busso, Gregory, and Kline (2013) point out that, in a standard model, a larger employment response can imply greater deadweight loss from distortions in behavior, whereas when labor is immobile—and hence there is less scope for employment increases in targeted areas—the welfare gains are more likely to accrue to residents (workers, specifically), rather than property owners. Alternatively, as Kline and Moretti (2014b) point out, when there are labor market frictions that generate spatial
heterogeneity in unemployment, place-based policies such as hiring subsidies in certain locations can increase employment (lower unemployment) in the targeted area and increase welfare, in which case the focus on job creation might be better aligned with effects on welfare.

19. One approach is to identify control areas that are similar to the enterprise zones but where enterprise zone policies did not apply, matching treated and control areas based on similarity of residential and employment characteristics (e.g., Elvery 2009; O’Keefe 2004). Alternatively, control areas can be chosen based on geographic proximity—on the assumption that economic conditions and other relevant policies are very similar in nearby areas. For example, Billings (2009) uses a spatial discontinuity model, looking at employment growth in Colorado’s enterprise zones within a quarter mile of the zone boundary and using the area outside the zones within a quarter mile of the zone boundary as the control group. And Neumark and Kolko (2010) use detailed geographic information system (GIS) maps of California’s enterprise zones to pick out very narrow control rings (1,000 feet wide) around the zones. An alternative approach is to use areas that were targeted for enterprise zone designation, but where enterprise zones were either not created or were created at a future date; these control areas are likely to be more similar on the unmeasured variables associated with enterprise zone designation (Busso, Gregory, and Kline 2013; Neumark and Kolko 2010). Yet another approach is to deal more explicitly with the endogenous selection of areas for zone designation. For example, Hanson (2009) compares employment outcomes in federal empowerment zones with unsuccessful applicant areas. But he also instruments for zone applicant success based on the political influence of the zone’s congressional representative.

20. As an example, earlier research on U.K. enterprise zones found that between 50 and 80 percent of enterprise zone businesses had relocated into the zones, prompting the British government to phase out the program (Papke 1993).

21. One way to garner evidence on spillover effects is to posit differences across control areas in the likelihood of these effects arising. For example, positive spillovers are probably confined to a very narrow geographic area near enterprise zone boundaries. Neumark and Kolko (2010) therefore compare results using a 2,500-foot control ring instead of a 1,000-foot control ring, to see if the estimates of employment effects are stronger using the larger ring in which positive spillovers should be less apparent. Similarly, they revert to the 1,000-foot control ring but exclude a 100-foot buffer (in any direction) from the enterprise zone boundary. These approaches are probably less useful in ruling out negative spillovers, since such spillovers may also come from farther away, with employers making longer-distance moves to take advantage of zone benefits.

22. Evidence of effects of enterprise zones on commercial property values might be more compelling. Burnes (2012) provides evidence of capitalization of enterprise zone benefits in California into commercial real estate prices.

23. The cross-state variation in estimated effects is also hard to interpret. The estimated employment effect for California is small and negative, whereas only for Ohio is there a significant positive effect. Yet California had a huge hiring credit, whereas Ohio’s was only $300. And Oregon, which has the second-largest point estimate for the employment effect, had no hiring credit. Ham et al. (2011) do estimate a large employment effect for Florida (not statistically significant), and Florida has a large hiring credit, yet Elvery’s (2009) estimates for Florida for the previous decade are consistently negative.

24. Busso, Gregory, and Kline (2013) do not address overlap between federal and state enterprise zone programs. They also argue that spillovers are unlikely to affect their estimates because most rejected and future zones are in different cities.

25. The large block grants were for purposes such as business assistance, infrastructure investment, and training programs. As examples, according to Rich and Stoker (2007) some of the top priorities across the empowerment zones were business development (Atlanta); workforce development (Baltimore, including career and family support centers and customized training to recruit and train zone residents for specific jobs); human services (Chicago, including a health and wellness center); human services (Detroit, including an innovation fund to support community programs to stabilize families); business development (New York, including a loan fund targeting small businesses, and large grants for a General Motors Auto Center and the Harlem USA Retail and Entertainment Complex); and business development (Philadelphia).

26. One could imagine a place-based policy proposal somewhat different from mine—one that tries
to leverage what may have been the positive effects of the large block grants in the Empowerment Zone Program. But, at this point, my view is that it is difficult to determine what kinds of block grants worked and why. (Rich and Stoker 2010 suggest that block grants might have been the most promising feature of the empowerment zones, but also emphasize that other features, such as local governance structures, likely impacted whether these block grants were effective.) Moreover, the distributional effects of empowerment zones may not have been beneficial.

27. Hanson (2009) instruments for zone designation using representation of the areas encompassing the proposed zones on the powerful U.S. House Committee on Ways and Means, which he posits will affect zone selection but not be correlated with unobserved economic conditions (for which he presents some evidence). The estimates without instrumenting indicate that empowerment zone designation increased employment significantly, by 2 percentage points, and reduced poverty significantly, also by 2 percentage points. However, the instrumental variable (IV) estimates indicate no effect on employment and a positive but insignificant effect on poverty.

28. When the authors look at effects across bins of the household income distribution, the only sizable (and significant) increase occurs for households earning at least $100,000 in income—which is unlikely to be directly attributable to empowerment zone incentives since the hiring credit represents a much larger percentage of pay for low-wage workers—as well as an increase in the share of households with income of less than $10,000. They also present evidence of increases in the share of people with higher education (i.e., some college or more), consistent, perhaps, with inflows of higher-skilled people into the areas designated as empowerment zones. Finally, when they break up the zones into tracts with initially above- versus below-median poverty rates, they find that the positive income effects (at $100,000 or above) occur solely in the lower-poverty tracts, whereas there is evidence (though not quite statistically significant) that the increase in the share of households with less than $10,000 in income occurs in the higher-poverty tracts. The authors’ conclusions differ from those of Freedman (2013), who suggests, “Texas’ EZ Program had a positive effect on communities, but one that was largely confined to households in the lower end of the income distribution” (340). However, this is not based on as comprehensive a distributional analysis as in Reynolds and Rohlin (2015), but rather seems to derive from evidence of the positive effects discussed earlier, coupled with no effect on median income in the ACS data.

29. Appendix table 1 does not provide a comprehensive review of all research on U.S. enterprise zones, which is burgeoning. It covers what I view as the main studies that use compelling research designs or are cited frequently. There are some other recent studies not included in appendix table 1: Zhang (2015) studies the effects of enterprise zones in one city (Louisville), and finds positive effects on manufacturing and services employment, albeit with a questionable IV strategy based on only preintervention neighborhood characteristics. Smith (2015) studies federal empowerment zones and renewal communities created in the 2000s, in California and Tennessee, using a propensity score–matching estimator and data from the National Establishment Time Series. There were two different treatments—hiring credits and economic development grants—available in different periods in the empowerment zones, but only hiring credits in the renewal communities. Across the four empowerment zones and five renewal communities he studied (separately), his results sometimes point to a positive aggregate impact of the hiring credit on the level of jobs, but generally not on the trend. For empowerment zones, he does not find an effect of grants on the level or trend.

30. NMTC funds are channeled through community development entities (CDEs), often banks or financial institutions, that have to meet several criteria, including serving or providing capital to low-income communities and people. The tax credits flow to investors that make equity investments in the CDEs.

31. Concluding that the program reduced poverty is also problematic because there is no statistical evidence of employment effects from the Longitudinal Employer–Household Dynamics data (from Census). The point estimates are positive but have standard errors three times as large, and compositional shifts could also lead to higher employment.

32. ACS data from 2010 indicate that 50.4 percent of black residents, 44.1 percent of Hispanic residents, but only 20.3 percent of white residents live in areas where the poverty rate is 20 percent or higher (see Bishaw 2014 for more descriptive evidence). At the same time, poverty rate differences between these groups are much smaller (see Macartney, Bishaw, and Fontenot 2013). Thus, a far greater share of nonpoor black residents live in high-poverty areas than do nonpoor white residents.
33. See the summary of the evidence in Erickson et al. (2008).

34. There might be an allowance made for a lower retention rate if a recession hits in the intervening period.


36. There is some evidence consistent with a bias toward lower-paying jobs, although the evidence is mixed. Freedman (2013) reports employment effects are concentrated in jobs paying less than $40,000 and distributed among manufacturing and construction as well as wholesale and retail trade. Billings (2009) finds effects in construction, manufacturing, wholesale trade, and services. Hanson and Rohlin (2011), studying effects on new establishments, find that the retail and service sectors benefited the most from empowerment zone hiring credits. I am not aware of evidence regarding tenure of jobs created because of hiring credits.

37. There is also an equity motivation for place-based policies to try to redistribute jobs and income to places where jobs are scarce and incomes are low—and ideally, of course, to create more jobs and raise income in the aggregate. Austin, Glaeser, and Summers (forthcoming) invoke this spatial equity argument to argue for targeted employment credits in broad areas of the country where joblessness is high. They also suggest that this argument is reinforced by the potentially higher marginal returns to reducing economic disadvantage in areas of concentrated disadvantage, referring to high distress areas. As they note, they find some evidence for the “perfectly unsurprising view that you can reduce non-employment more in places where non-employment is currently high” (4).

38. Much of this discussion of hiring credits comes from Neumark (2013). The general negative assessment of hiring credits is echoed in standard labor economics textbooks (e.g., Borjas 2010; Ehrenberg and Smith 2009).

39. Part of the reason for more-positive conclusions than for hiring credits with narrowly targeted hiring incentives might be related to an absence of stigma, and perhaps even positive attributions, for veterans.

40. Much of this discussion draws on Neumark (2016a).

41. States could be reimbursed for increased welfare-related spending in one of three areas, up to 80 percent of a cap for each state; one of the areas of spending was subsidized jobs. Lower-Basch (2011) reports that spending on wage subsidy programs under the TANF Emergency Fund totaled $1.32 billion. There was some additional funding (an extra $1 billion under ARRA) via Community Services Block Grants that could be used for these programs.

42. Recent research has tried to provide evidence on the effects of the programs, although much of it faces challenges in drawing causal inferences. It seems most natural to evaluate subsidized jobs programs, such as training programs, based on post-participation effects on employment and earnings. However, Pavetti, Schott, and Lower-Basch (2011) argue that countercyclical programs intended to keep people working during a downturn should be evaluated based on the number of unemployed people placed in jobs, regardless of how long-term the effects are because, for example, these jobs might be viewed as a substitute for going on unemployment insurance (UI). In the context of RCJS, one might substitute other kinds of public assistance programs for UI as the alternative to a paying job.

43. They also report consistent evidence from an employer survey, in which 76 percent indicated that they retained at least one subsidized worker after the subsidy period ended, and overall that 37 percent of workers were retained.

44. There is a longer-standing history of transitional jobs programs in the United States; see Bloom (2010). These programs are somewhat different because they focus explicitly on the hard to employ (e.g., welfare recipients or the previously incarcerated). Two recent evaluations described in Bloom do not find long-term effects on employment or earnings. In my view, the hard-to-employ focus of these programs makes the findings less applicable to RCJS, but I do include a large-scale evaluation as part of my proposal, recognizing that it is an open empirical question whether RCJS will work, and that evaluation can also help refine the program to strengthen the features that deliver benefits.

45. There is, of course, a vast literature on jobs programs and training programs, which I do not review here. My focus is on programs with features shared with RCJS (such as a neighborhood focus, working with community-based organizations, or an urban improvement goal). Even so, I do not
claim to have assembled an exhaustive list of programs that meet this criterion.

46. Some of this information is based on personal communication with Mac Elabad, senior manager, Workforce Federal Programs at Southwest Solutions (June 2018).

47. This prepared the workforce for the increased demand for blight removal in Detroit; in the wake of Detroit’s depopulation, nearly 85,000 blighted structures and vacant lots were identified for removal or further evaluation. See Detroit Training Center (n.d.) and Blight Removal Task Force (n.d.).

48. Apparently Phases II and III of the program dropped employment subsidies, because employers were ending jobs when the subsidies stopped. This kind of behavior may help rationalize the provision of RCJS that ties subsidies to retention.

49. For examples of this kind of data used in research, see Dague, DeLeire, and Leininger (2017) and Mendenhall, DeLuca, and Duncan (2006).

50. It would also be possible to use IRS data, as in Gelber, Isen, and Kessler (2016), although these data are annual, not quarterly.

51. There are numerous examples from the Jobs Plus Program, including Kato et al. (2003) and Riccio (1999).

52. They report that block grants totaled $386 million, hiring credits $200 million, and other tax credits $55 million. However, one important difference is that Busso, Gregory, and Kline provide estimates of the increase in net jobs. The net job gains from implementing RCJS could be smaller than gross gains if there is crowding out of other employment the participants would otherwise take, although there could be other jobs created if the neighborhood improvement is effective.

53. Nonetheless, the welfare effects can be other than intended. For example, if we rule out perfect mobility of labor and assume that some people have geographic preferences for location, then it is only the marginal workers for whom utility is equated across locations. However, in this case who gains from the policy could have little to do with the intended effects. Infra-marginal workers in the target area gain and those in the other areas (that are taxed) lose, while marginal workers are unaffected. Depending on who these inframarginal workers are, the redistributive effects in terms of welfare might or might not be what policymakers intended.

54. See Matthews 2018 and an explicit proposal in Paul et al. (2018).

55. For alternative views, see Collander (2016) and Neumark (2016b).

56. For example, Collander (2016) sees nothing wrong with guaranteed jobs that dig and fill up holes, since he views the main merits of the proposal as providing a wage floor at which people can be employed.

57. One other point emphasized in Austin, Glaeser, and Summers (forthcoming) is that subsidizing employers rather than workers (via the EITC, for example) can be more effective in the presence of binding minimum wages—which are increasingly prevalent given the many states and even cities that have adopted historically high minimum wages. Worker subsidies work by reducing market wages, which can be constrained by minimum wages; see Neumark and Wascher (2011) for evidence on minimum wage–EITC interactions.
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Harnessing the U.S. Intergovernmental Grant System for Place-Based Assistance in Recession and Recovery
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Abstract
American places are pulling apart from one another—economically, socially, and politically. Declining regional income convergence, increasing geographic concentration of joblessness, and an increasing awareness of the social costs of long-term joblessness and economic isolation have led many economists to question their traditional skepticism of policies that aim to revitalize distressed areas. Arguments in this vein typically focus on evaluating past programs and identifying conditions under which place-based assistance can be effective. Often overlooked in these discussions, however, is that the federal government already injects about $700 billion annually (3.5 percent of GDP) into state and local economies through intergovernmental grants. This chapter examines how the federal government could adapt the existing grant apparatus to perform better as a shock absorber in recession and an economic equalizer in recovery. After reviewing the existing system, it proposes changes to help federal grants offset differences in underlying state fiscal capacity and respond more quickly to regional economic downturns and national recessions.

Introduction
America’s regions are pulling apart from one another—economically, socially, and politically. While globally connected metropolitan areas prosper, small- and mid-size cities are often left behind (Badger 2017). Places without diversified economies, colleges and universities, or new immigrants are especially at risk (Austin 2017).

Economists have traditionally taken a dim view of place-based policies (Glaeser and Gottlieb 2008). However, recent evidence suggests that well-designed strategies can be effective (Austin, Glaeser, and Summers, forthcoming; Busso, Gregory, and Kline 2013). Many economists are
also recognizing that the social costs of protracted regional decline and individual joblessness may necessitate reexamining the traditional view (Avent 2016).

Often overlooked in these arguments is that the federal government already injects about $700 billion (3.5 percent of GDP) into state and local economies annually through intergovernmental grants. To be sure, every dollar of federal government spending occurs somewhere, and not every expenditure is a place-based investment. Nevertheless, it may be possible to leverage existing federal grant programs to help revitalize distressed areas and expand economic opportunity for residents.¹

This chapter explores what it would take for the U.S. federal grant system to respond better to long-term regional economic decline and short-term economic shocks including recessions. After a review of intergovernmental grants, including why they exist, how they work, and how they have evolved over time, it discusses critiques of the existing system and proposals to modify it. It concludes with an evaluation of potential obstacles to these proposals and how such obstacles might be overcome.

**FIGURE 1.**

Federal Grants to State and Local Governments by Category, 1980–2017

Source: Office of Management and Budget (OMB) 2018b.
Note: Each category represents the share of total federal funds allocated to that sector.
Background

The federal government spends roughly $700 billion a year on state and local government grants, equivalent to about $1 of every $5 in federal outlays (Office of Management and Budget [OMB] 2018a). Nearly two-thirds of these expenditures are for health-related programs, including Medicaid (figure 1). However, the federal government also operates major state and local grant programs in transportation, education, housing, and social services (table 1).

**TABLE 1.**

Federal Outlays on the Largest State and Local Grant Programs

<table>
<thead>
<tr>
<th>Program</th>
<th>2018a</th>
<th>2019a</th>
<th>2020a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicaid &amp; Children’s Health Insurance Program</td>
<td>390,906</td>
<td>417,508</td>
<td>423,457</td>
</tr>
<tr>
<td>Federal-aid highways</td>
<td>42,498</td>
<td>42,592</td>
<td>43,782</td>
</tr>
<tr>
<td>Child nutrition programs</td>
<td>22,445</td>
<td>24,019</td>
<td>23,486</td>
</tr>
<tr>
<td>Tenant-based rental assistance</td>
<td>20,584</td>
<td>20,748</td>
<td>19,902</td>
</tr>
<tr>
<td>Education for the disadvantaged</td>
<td>16,186</td>
<td>16,276</td>
<td>16,011</td>
</tr>
<tr>
<td>Temporary Assistance to Needy Families</td>
<td>15,972</td>
<td>16,328</td>
<td>15,353</td>
</tr>
<tr>
<td>Special education</td>
<td>12,479</td>
<td>12,845</td>
<td>12,759</td>
</tr>
<tr>
<td>Children and families services programs</td>
<td>10,232</td>
<td>11,673</td>
<td>10,587</td>
</tr>
<tr>
<td>Transit formula grants</td>
<td>9,460</td>
<td>9,786</td>
<td>9,985</td>
</tr>
<tr>
<td>Foster care and adoption assistance</td>
<td>7,712</td>
<td>8,267</td>
<td>8,615</td>
</tr>
</tbody>
</table>

Source: OMB 2018c.

Note: This table omits disaster relief funds (an estimated $20 billion in fiscal year 2018 outlays) because outlays vary depending on extreme weather events and other natural disasters. It combines Medicaid and the Children’s Health Insurance Program (CHIP) into one entry because states may administer their programs as an expansion of Medicaid, as a program entirely separate from Medicaid, or as a combination of both approaches. Data are for fiscal years.
TYPES OF FEDERAL GRANTS

Federal grants can take one of three basic forms. First, categorical grants restrict funding to specific programs or activities, and the federal government awards them by formula or through a competitive application process. For example, the Better Utilizing Investments to Leverage Development (BUILD) program will award $1.5 billion in fiscal year 2018 for road, bridge, transit, port, and intermodal transportation projects to improve economic competitiveness among other selection criteria.

The second form is the block grant. Similar to many categorical grants, block grants are allocated on a formula basis. However, while they restrict funding to a broad set of goals, block grants allow states and localities broad discretion in how they will meet those goals. For example, in 1996 the Personal Responsibility and Work Opportunity Reconciliation Act replaced Aid to Families with Dependent Children (AFDC) and other programs geared to low-income families with children with the block grant Temporary Assistance for Needy Families (TANF).

The third major type of federal grant, unrestricted revenue sharing, has only a short history in the United States in contrast to other federalist countries such as Australia, Canada, and Switzerland. The closest U.S. approximation to these types of grants, General Revenue Sharing, lasted from 1972 to 1981 for states and 1972 to 1986 for localities (Maguire 2003). The official justification for the end of general revenue sharing was that the federal government had “no revenue to share” (Sawicky 2001, 3). However, the program had long generated controversy among Democrats who viewed it as a smoke screen for diverting federal funds away from cities, and Republicans who viewed it as big government (Dilger 2018).

Beyond direct grants, the federal government subsidizes states and localities through the tax code, allowing federal individual income taxpayers to deduct state and local property taxes plus income or sales taxes and to exclude municipal bond interest payments from their taxable income. These subsidies had an estimated value of $137 billion in foregone federal revenue in fiscal year 2017. The 2017 Tax Cuts and Jobs Act (TCJA) capped the state and local tax deduction, substantially limiting its value to high-income taxpayers (Sammartino, Stallworth, and Weiner 2018).

Other federal dollars flow into local areas through low-interest loans and contracts for services provided. For example, the Environmental Protection Agency provides grants to states for water and sewerage improvements. States use these grants to establish revolving loan funds that localities access at subsidized interest rates for local infrastructure improvements.
The presence of a military base or other large federal employer can also produce community economic benefits.

**HOW THE USE OF FEDERAL GRANTS HAS CHANGED OVER TIME**

Before the early 20th century, with the exception of land grants, the federal government distributed few resources to state and local governments, reflecting its limited role. For most of American history, states and localities were the de facto public sector, collecting twice as much revenue as the federal government and bearing primary responsibility for all functions except national defense, foreign relations, courts, and the postal service (figure 2).

That relationship shifted during the Great Depression and World War II. The federal government introduced new spending programs like Social Security and grew its military using revenue from new sources such as income taxes enabled by the 16th Amendment to the U.S. Constitution, ratified in 1913. Even as it expanded, however, the federal government relied on states and localities to administer many public programs, especially in infrastructure and public welfare. From 1933 to 1940 federal grants to state

![Figure 2](image-url)
Many grants from this period, such as the Federal Emergency Relief Act of 1933, were intended to provide relief from the Great Depression to state and local governments and to individuals. Although they ended in the 1940s, these programs established precedents for federal involvement with state and local governments in areas of national concern and for the use of mathematical formulas including economic and fiscal variables in distributing federal assistance (Advisory Commission on Intergovernmental Relations [ACIR] 1978a; Dilger 2018; Wallis 2010).

After World War II the federal government turned its grant-making attention to economic development, with programs in airport construction (1946), urban renewal (1949), and urban planning (1954). The largest and most enduring legacy of this era were the grants to build the interstate highway system after passage of the Federal-Aid Highway Act of 1956. Overall, this period, when intergovernmental tensions were low and state and local governments had significant latitude on how to spend funds, is generally known as one of cooperative federalism.

The next major phase of federal–state–local relations, sparked by President Johnson’s War on Poverty, ran from 1960 to 1968. In 1965 two new major grant programs, Medicaid and Title I of the Elementary and Secondary Education Act, were both established as matching grants wherein the federal government reimbursed states for their own expenditures based on a formula reflecting measures of need. However, most programs established during this period had minimal matching requirements to encourage maximum participation in programs reflecting national goals (Dilger 2018).

Most grants created during this period were also categorical, or restricted to narrowly defined purposes (such as combating illiteracy, controlling crime, or fixing substandard housing) with strings attached. By one estimate, 204 categorical programs were created during the Great Society, including 109 in 1965 alone (ACIR 1978a). Hence, this phase is known as one of creative or coercive federalism.

The pendulum swung in the other direction after President Richard Nixon’s election in 1968. The Nixon administration sought to combine 129 federal grants across six functional categories into six “special revenue sharing programs” or block grants (Dilger 2018). Ultimately only two block grants—the Comprehensive Employment and Training Assistance Block Grant and the Community Development Block Grant (CDBG)—as well as the General Revenue Sharing program became law, however.
In the 1980s President Reagan and Congress continued the consolidation trend through the Omnibus Budget and Reconciliation Act of 1981, and federal grants-in-aid declined in real per capita terms. However, subsequent block grants, and a so-called swap and turnback proposal to give states full responsibility for AFDC in exchange for the federal government’s assuming all of Medicaid, never gained traction. By the end of the 1980s the number of federal grants escalated again (Dilger 2018).

The 1990s brought major changes to the structure of intergovernmental transfers, including the block granting of the country’s main cash welfare program, AFDC, as noted earlier. In the 2000s the federal government flexed its muscles again, instituting new accountability requirements in education—such as the No Child Left Behind Act—as well as the REAL ID Act. In addition to significantly expanding Medicaid, the Patient Protection and Affordable Care Act (ACA) authorized or amended 71 federal categorical grants to state and local governments (Dilger 2018).

The Trump administration has charted a different vision of federalism, calling for the elimination of CDBG, the Low Income Home Energy Assistance Program (LIHEAP), the Community Services Block Grant, certain secondary and postsecondary education grants, and the TIGER grant program. However, the most recent two-year federal discretionary spending bill actually increases funding for these programs. Looking across administrations, members of both political parties have found it difficult to eliminate grant programs due to opposition from governors and other constituencies as well as their own ambivalence about losing federal control when moving from categorical to block grants.

**REASONS FOR FEDERAL GRANTS**

The promise of federal grants is that they allow for the best of centralized and decentralized government. Scholars have long noted that the U.S. faces a “vertical fiscal imbalance” (Bird 2005). The federal government has an easier time raising revenue because it is more difficult than at the state or local level for individuals and businesses to evade taxes through migration. However, states and localities often have an advantage in spending because they can use local information about preferences and costs to tailor policies to their own circumstances.

The problem is that when making spending decisions states and localities do not consider spillovers, or benefits and costs to neighboring areas and the rest of the country (Oates 1972). Commonly associated with capital investments in roads, bridges, and other infrastructure, spillovers may also exist for state and local government human capital investments, for
example in K–12 education, especially if these investments affect national economic growth and mobility (Chetty et al. 2014).

The main vehicle for addressing spillovers is the matching grant, whereby the federal government makes it cheaper for states and localities to spend on a given function by matching each dollar in proportion to benefits flowing to nonresidents (Gramlich 1993). In theory, these grants should be open-ended rather than capped if the spillovers themselves are not limited (Break 1980).

Another consideration is equity or fairness. Some states and localities may start out with less income, wealth, and other resources to tax. Alternatively, they may have populations that are older, sicker, more geographically dispersed, or otherwise more expensive to serve at a given level of quality. These places may provide an unacceptably low level of so-called merit goods, or goods that society deems important for a healthy and productive life (Musgrave 1959). In theory, an unrestricted transfer is the preferred tool to address equity considerations, and conditional block grants can encourage spending on specific government functions.

In practice, however, grant design often does not correspond to the principles just described. Grants are typically capped rather than open ended, programs addressing the same spillover may have different matching rates, and matching rates are often too high, converting what should be a subsidy for spending with positive spillovers into an income support grant (Gramlich 1993).

Many of these design flaws stem from politics, including the difficulty of targeting federal dollars or limiting them to where they will be most effective. For example, the 1960s’ Model Cities Program started by identifying roughly a half dozen cities for intensive federal investment. However, within a few years the final number grew to 150 cities and the program also had a mixed track record (Haar 1975).7

Other problems in grant design reflect a continual tug-of-war between the federal government and states and localities about the purposes for which money will be spent. Federal policymakers who have done the difficult work of raising revenue are often loath to give states and localities control over how to spend it. One solution is requiring recipients to continue their own previous spending levels (so-called maintenance-of-effort, or MOE, rules). However, despite these and other rules, states and localities often exercise considerable discretion, including substituting federal dollars for their own spending.8
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The Challenge

In broad terms, the U.S. intergovernmental grant system reflects an appropriate division of labor among different levels of government. Looking a bit deeper, however, the existing intergovernmental grant system falls short in both static and dynamic terms. In the static sense, federal grants do a poor job responding to divergent regional economic and fiscal fortunes. In a dynamic sense, federal grants are not as responsive as they could be to regional effects of economic shocks or recessions.

Starting with the static issue of state differences, in addition to history, climate, geography, and political representation, states differ in their ability to raise revenue and to spend on services, including public goods that affect national economic growth and opportunity for residents. One method for measuring these state differences, the Representative Revenue/Expenditure System (RRS/RES), was developed by the Advisory Commission on Intergovernmental Relations (ACIR) in an attempt to better direct federal aid.9

Importantly, fiscal capacity as measured by the RRS/RES ignores actual policy choices made by state and local elected officials. It reflects only the background conditions that constrain policy and are out of the hands of political decision makers. For example, fiscal capacity does not consider whether a state has chosen to enact sales tax but only the level of personal consumption in a state.10 Similarly, it does not depend on whether a state has chosen to construct a particularly generous or limited social safety net.

Fiscal capacity is defined as the difference between what a state and its local governments could raise in revenue if they taxed at nationally representative rates and what they would spend if they reached national average spending levels adjusted for their own labor costs and program workloads (e.g., the number of school-aged children or low-income and elderly residents).11

Gordon, Auxier, and Iselin (2016) assessed state fiscal capacity in fiscal year 2012. They found that nearly all states faced gaps between revenue capacity and expenditure need. More than half of all states continued to have gaps even after taking account of federal grants (see figure 3).12

The reason for this disconnect is that most federal grant programs (with the important exceptions of Title I education grants and Medicaid) are not explicitly linked to measures of state income or need. For example, many grant programs rely on population as a basis for distributing aid. Together with hold harmless provisions (which prevent reductions in allocations to a jurisdiction), caps, small-state minimums, and other floors and
ceilings, this can limit responsiveness to local economic conditions (U.S. Government Accountability Office [GAO] 2009a).

In addition, matching rates and MOE requirements ensure that states receiving federal funds demonstrate at least a minimal level of revenue effort (or actual tax and fee collections) regardless of their underlying capacity. As discussed below, these requirements exist for a reason but they limit or reverse federal grants’ equalizing role.

In a dynamic sense, federal grants respond to recessions as more people become eligible for public programs when they lose employment and income. However, grants do not automatically respond to pressures on state and local government budgets, which arise because of balanced budget requirements and other limits on borrowing. Moreover, states and localities bear primary responsibility for many services, such as public assistance and job training, for which demands rise when state revenues decline (Heller and Pechman 1967).

FIGURE 3.
State Fiscal Gaps at Capacity after Federal Transfers

Source: Gordon, Auxier, and Iselin 2016.
Note: Gap at capacity after transfers equals a state’s revenue capacity plus federal transfers minus expenditure need. A negative number indicates that expenditure need exceeds revenue capacity plus transfers, whereas a positive number suggests the opposite.
State tax hikes and spending cuts can be harmful in a recession because they risk derailing a recovery. Economists have long noted the potential for such “fiscal perversity,” blaming it for prolonging the Great Depression and Japan’s Lost Decade of the 1990s, among other episodes (Brown 1956; Hansen and Perloff 1944; Kuttner and Posen 2001). A related concern is state and local fiscal austerity in regional downturns, such as the oil price shocks of the late 1970s. These regional downturns might not be highly or even positively correlated with each other or national economic conditions (Gramlich 1987).

Recognizing these concerns, in the 1970s federal policymakers experimented with various forms of countercyclical state and local fiscal assistance starting with the Local Public Works Capital Development and Investment Act of 1976 (LPW) and continuing through to extensions to the Comprehensive Employment and Training Act of 1973 (CETA) and the Antirecession Fiscal Assistance program (ARFA). However, aid was often poorly targeted, slow to arrive, and not spent quickly (ACIR 1978b).

Countercyclical fiscal assistance then fell out of favor until the early 2000s, when the Jobs and Growth Tax Relief Reconciliation Act of 2003 (JGTRRA) appropriated $10 billion in one-time, population-based grants to states as well as $10 billion in additional Medicaid funds through a temporary increase in the federal matching rate. This aid was also criticized for slow delivery and grants that failed to reflect current economic conditions or underlying state fiscal capacity (GAO 2004).

The American Recovery and Reinvestment Act of 2009 (the Recovery Act) was the next major experiment, directing nearly $280 billion to the nation’s state and local governments. In all, nearly half of every Recovery Act dollar spent would flow through state capitols, city halls, county seats, school districts, and other local entities. The Recovery Act also made substantial resources available to states and localities as general fiscal relief, or with few federal strings attached (see table 2). Most independent evaluations have found that the Recovery Act’s state and local aid helped stimulate job creation and economic growth although estimate magnitudes vary (see box 1).
TABLE 2.

<table>
<thead>
<tr>
<th></th>
<th>Flexible fiscal relief</th>
<th>Other non-infrastructure purposes</th>
<th>Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>State Fiscal Relief</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Medicaid FMAP)</td>
<td>State Fiscal Stabilization Fund (SFSF)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>33.9</td>
<td>6.5</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>43.9</td>
<td>28.4</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>11.8</td>
<td>16.1</td>
<td>8.8</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>2.4</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.3</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>0.0</td>
<td>6.4</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>53.6</td>
<td>48.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other non-infrastructure purposes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education (beyond SFSF)</td>
<td>2.0</td>
<td>17.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Economic recovery payments,</td>
<td>13.3</td>
<td>20.5</td>
<td>9.4</td>
</tr>
<tr>
<td>TANF, and child support</td>
<td>11.8</td>
<td>0.5</td>
<td>8.8</td>
</tr>
<tr>
<td>Unemployment compensation</td>
<td>1.6</td>
<td>0.3</td>
<td>7.0</td>
</tr>
<tr>
<td>State and local law</td>
<td>0.2</td>
<td>0.1</td>
<td>6.1</td>
</tr>
<tr>
<td>enforcement</td>
<td>0.0</td>
<td>0.1</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.8</td>
<td>6.4</td>
</tr>
<tr>
<td>Total</td>
<td>80.0</td>
<td>121.0</td>
<td>53.2</td>
</tr>
<tr>
<td></td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td>8.4</td>
<td>8.4</td>
<td>8.4</td>
</tr>
<tr>
<td></td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>7.7</td>
<td>7.7</td>
<td>7.7</td>
</tr>
<tr>
<td>Source: Congressional</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Budget Office (CBO) 2009b.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Note: “Education (beyond SFSF)” includes funds for facilities modernization, renovation, repair, other education, and other, as classified by the CBO. Data are for fiscal years. FMAP refers to the federal Medicaid assistance percentage.
BOX 1. Effects of the Recovery Act’s State and Local Fiscal Assistance

Early assessments of the Recovery Act’s state and local fiscal relief found no net stimulus, whether examining government spending that counted toward GDP (consumption and gross investment) or total spending (including transfer payments, interest payments, subsidies, and other expenses) (Aizenman and Pasricha 2010, 2011; Cogan and Taylor 2012).

However, these assessments were based on time-series data. During the Great Recession states experienced their worst revenue declines on record. State and local government purchases have still not recovered (see box figure 1). Under these circumstances, it is difficult to develop an appropriate baseline from historical trends, particularly starting in the mid-1990s, when the economy and state revenues were booming.

Later studies that exploited cross-sectional variation in the timing of fiscal relief payments found significant job and output gains. For example, Wilson (2012) detected positive employment effects at a

BOX FIGURE 1. Real State and Local Government Purchases for Selected Business Cycles

Note: Dollar values are deflated using the CPI-U deflator.
The Proposal

This chapter documents the need for a system of federal grants that is better targeted to economic need and more responsive to national and regional economic downturns. In this section, I explore opportunities for reconfiguring policy to better address these problems, proposing concrete steps that would help lagging areas and their workers.

To be clear, addressing cyclical and structural (i.e., long-run) declines are distinct policy goals. Indeed, the GAO has emphasized that a prototype formula it developed to boost grants in a recession should not be thought of as a response to structural decline (GAO 2011c). In practice, however, it can be difficult to avoid conflating the two purposes. For example, a critique of 1970s anti-recessionary fiscal assistance was that funds went to places already experiencing low growth prior to the start of the recession (GAO 1977).

Another tension is between economic and fiscal stabilization. Economic theory and evidence suggest that if the goal is jumpstarting the economy, stimulus should go to people and businesses most affected by the downturn. If the goal is helping states and localities smooth out budget cycles, funds should be allocated more flexibly so that states are able to allocate their own resources as needed. Fiscal and economic stabilization also follow different time profiles because of lags in state budget processes (GAO 2011a).

However, it is worth noting that fiscal stabilization can support economic stabilization. Even the expectation of budget support can help states and localities avoid disrupting services to businesses and residents as well as avoiding layoffs, tax hikes, and other potentially harmful economic actions. Many states reported these uses of flexible Recovery Act funds (GAO 2009b).

Regardless of the goal, any proposal for enhanced federal assistance to states and localities must address several basic design questions. These include:

---

cost of $125,000 per job. He also found that overall employment gains leveled off after March 2010. Chodorow-Reich et al. (2012) found that $100,000 of formula-based Medicaid grants led to 3.8 job-years. Carlino and Inman (2016) found positive effects from “welfare aid” including enhanced Medicaid transfers.
• whether to use a new or existing program,
• whether the program should be mandatory or discretionary for federal budget purposes,
• whether to commit additional resources or reallocate existing funds (perhaps through better targeting), and
• whether aid should be automatic (based on a pre-determined formula) or discretionary (requiring congressional action).

Given the difficulty of designing and implementing a new program, federal policymakers should restrict attention to adjusting existing grants. The federal government currently operates roughly 1,300 state and local grant programs (Dilger 2018). Many are small and narrowly focused, making them unsuitable candidates for adjustment.

However, several large grant programs rely on formulas that leave considerable room for improvement, whether the goal is addressing cyclical or structural distress.

The choice of mandatory or discretionary programs affects whether funding is capped or open-ended. If total funds are capped, responding to places in need will require diverting resources from other grantees unless a contingency fund has already been established as with TANF and LIHEAP. Of course, an open-ended program would use federal resources in ways that may be difficult to project.

Federal budget commitments are ultimately political questions. However, if the goal of policy is to respond to economic shocks in a timely manner, programs should be automatic (i.e., mandatory) and not discretionary. Ample evidence confirms the importance of automatic stabilizers generally (Council of Economic Advisers [CEA] 2014; Follette and Lutz 2010; McKay and Reis 2016). Had a larger fraction of federal assistance to states come in the form of automatic stabilizers during the Great Recession, the country could have avoided some of the fiscal drag that states and localities exerted on economic growth through 2012 (Gordon 2012).

Beyond these basic design questions, policymakers will want to consider more-specific issues including:

• **Timing**, or when aid is triggered on and off
  • Should thresholds be set at the national, regional, or state level?
  • Should thresholds be defined in absolute or relative terms?
If relative, should thresholds be based on a previous level, average, or potential value?

Should a jurisdiction’s economic activity be measured at a single point in time or over a sustained period?

• **Targeting**, or who gets what
  
  • Should aid be directed to places hardest hit or most likely to recover?
  
  • Should it go to states, localities, or both?
  
  • Once triggered, should aid remain constant or be proportional to local circumstances such as the speed and severity of decline?
  
  • Should aid be capped or open ended?

• **How to ensure federal objectives are met**
  
  • When federal dollars are directed to a particular state activity, should the federal government try to limit state substitution of federal dollars for its own spending on that activity? If so, how?
  
  • Should the federal government encourage spending on specific populations and sectors of the economy? If grants go to states, should the federal government encourage spending in specific localities?
  
  • How can the federal government limit gaming (i.e., state and local governments taking on more economic or fiscal risk because they know that federal dollars will be available in the event of a setback)?

Bearing these questions in mind, policymakers should do the following:

**ADJUST MAJOR GRANT PROGRAM FORMULAS TO MAKE THEM MORE RESPONSIVE TO LOCAL ECONOMIC CONDITIONS**

Medicaid is the single largest grant program to states and therefore a strong candidate for adjustment to help places and people that are struggling. Numerous evaluations have found fault with the formula used to calculate the federal government’s funding share, or federal medical assistance percentage (FMAP).\(^{19}\) Notably, the FMAP overlooks important differences in state need, fiscal capacity, and costs of providing medical care (GAO 1983, 2003, 2013).

To better reflect state differences in the need for program services, the federal government should incorporate state poverty rates into its matching formula. It could also use poverty rates weighted to reflect the proportion of low-income state residents who are elderly and therefore are more-intensive
BOX 2.
Measuring State Fiscal Capacity

More straightforward and potentially less controversial measures of fiscal capacity include gross state product (GSP) and personal income. Whereas state personal income captures all income received by state residents (e.g., wages, salaries, interest payments), GSP refers to all income produced in a state (e.g., corporate income produced in-state but received by residents of other states). In a closed economy, the two measures would be equivalent. However, states are far from closed economies. Indeed, a state’s ability to export or shift tax burdens to nonresidents is part of its revenue capacity.

Total taxable resources (TTR) is an amalgam of state personal income and GSP that aims to capture all income flows that could in principle be taxed by a state. TTR is currently used to allocate block grants administered by the Substance Abuse and Mental Health Services Administration (SAMHSA). TTR sums all income flows produced in a state, adding income from out of state such as dividends or federal transfer payments, and subtracting certain indirect federal taxes and contributions to social insurance programs that are not considered to be taxable by states (Compson and Navratil 1997; Sawicky 1986).

Currently, TTR is only available with a considerable lag; calculations for 2016 will not be available until the fall of 2018 (U.S. Department of the Treasury [Treasury] 2017). It may be possible to speed up production of the series given that it relies heavily on GSP, which is measured with less of a lag. However, because states’ ranking in terms of TTR is substantially different from that for GSP or for personal income, it would be controversial to change this measure (appendix table 1).

users of the health-care system and more expensive for Medicaid to cover (GAO 2003, 2013). 20

To capture the costs of providing medical care, the federal government should also include an index for labor and other input costs in the FMAP. 21 For example, GAO (2003) notes that the District of Columbia and Connecticut had similar per capita incomes in that year, but the District
had twice as many residents living in poverty. In addition, health-care costs were 10 percent higher in the District than in Connecticut.\footnote{22}

Beyond need and cost, Medicaid should reflect state differences in fiscal capacity. The RRS/RES method described above is one way to capture these differences. However, it is computationally intensive and requires analyst judgment, for example to determine the relationship between demographics and program costs. States may object to those evaluations as well as using national average effective tax rates and per capita spending as benchmarks, given that states may have very different fiscal preferences. It might therefore be preferable to take a simpler approach, as described in box 2.

Beyond Medicaid, federal policymakers should revisit other funding formulas as well. Federal highway grants, for example, have frequently drawn criticism for awarding funds based on highway lane miles, vehicle miles traveled, population, and tax payments to the federal Highway Trust rather than measures of need and performance (CBO 2016; Cooper and Griffith 2012; Puentes 2008). Title I education, SAMHSA, and CDBG formulas have also been targeted for improvement in ways that could help states and localities facing structural economic decline (GAO 2005; Jabine, Louis, and Schirm 2001).

**MAKE MEDICAID’S ANTI-RECESSIONARY ROLE PERMANENT**

Federal policymakers have relied on Medicaid to distribute enhanced state and local aid after the past two recessions and in natural disasters such as Hurricane Katrina (Mitchell 2018).

The Recovery Act made three temporary changes to Medicaid: it instituted an across-the-board 6.2 percent increase in the matching rate for federal Medicaid funds (the FMAP); it held states harmless from planned FMAP reductions due to previous personal income growth; and it provided states an additional increment in funds linked to local unemployment rates.

After the 2001 recession, the Jobs and Growth Tax Relief Reconciliation Act of 2003 authorized $10 billion in spending for a temporary increase in the FMAP and included a hold harmless prohibition against normal decreases in matching rates based on improvements in state personal income per capita. In addition, JGTRRA appropriated $10 billion in one-time, population-based grants to states.

The Recovery Act worked faster than JGTRRA. Aid started to flow in the first quarter of 2009, retroactive to six months earlier (GAO 2011b). With
JGTRRA, the aid did not start until after the recession was already over (GAO 2004, 2006), in part because of delays in enacting the legislation, but also because the 2001 recession was relatively brief. The Recovery Act was also better targeted to places in need, although unemployment was a better indicator of Medicaid enrollment pressures than the across-the-board FMAP increase or hold harmless provision (GAO 2011b).

Given the importance of timeliness and the delays in JGTRRA compared to the Recovery Act, federal policymakers should make Medicaid’s anti-recessionary role permanent. Triggers could be based on any number of timely state-level economic indicators (table 3). Figure 4 shows how three triggers—adapted from GAO (2006, 2011b, 2011c); Bernstein and Spielberg (2016); and Mattoon, Haleco-Meyer, and Foster (2010)—would have operated during past business cycles.

The first trigger is based on sustained decreases in the employment-to-population ratio (EPOP). It would trigger on for the entire country (although benefits to states would vary based on local conditions) after at least 26 states experienced four months of declines in the EPOP (based on a moving average calculated over three months and compared to the same period one year earlier). It would trigger off for the entire country when the number of states experiencing sustained employment decreases fell below 26.

FIGURE 4.
Length of Federal Assistance Triggers by Business Cycle, 1977–2017

The second trigger follows the same rule but uses increases in the unemployment rate instead of declines in the EPOP.

A third trigger suggested by Mattoon, Haleco-Meyer, and Foster (2010)—the Federal Reserve Bank of Philadelphia State Coincident Indicators—turns off more quickly once recessions end and failed to turn on in the early 1990s.

There are clear tradeoffs in the design of triggers: for example, starting aid too quickly when economic conditions do not warrant it, versus failing to start aid or ending it too quickly when states are still feeling the effects of a downturn. To balance these tradeoffs as well as budgetary considerations, policymakers could adjust the number of states in the threshold to start

**TABLE 3.**
Selected Indicators for Timing or Targeting Federal Assistance to States

<table>
<thead>
<tr>
<th>Coincident index</th>
<th>Federal Reserve Bank of Philadelphia</th>
<th>Monthly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment</td>
<td>Bureau of Labor Statistics (BLS)</td>
<td>Monthly</td>
</tr>
<tr>
<td></td>
<td>State and Metro Area Employment,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hours, and Earnings (SAE)</td>
<td></td>
</tr>
<tr>
<td>BLS Local Area Unemployment Statistics (LAUS)</td>
<td>Monthly</td>
<td></td>
</tr>
<tr>
<td>BLS Quarterly Census of Employment and Wages (QCEW)</td>
<td>Monthly</td>
<td></td>
</tr>
<tr>
<td>Hourly earnings</td>
<td>BLS SAE</td>
<td>Monthly</td>
</tr>
<tr>
<td>Housing units authorized by building permits</td>
<td>U.S. Census Bureau</td>
<td>Monthly</td>
</tr>
<tr>
<td>Personal income</td>
<td>U.S. Bureau of Economic Analysis (BEA)</td>
<td>Quarterly</td>
</tr>
<tr>
<td>Unemployment</td>
<td>BLS LAUS</td>
<td>Monthly</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>BLS LAUS</td>
<td>Monthly</td>
</tr>
<tr>
<td>Wages and salaries</td>
<td>BEA</td>
<td>Quarterly</td>
</tr>
<tr>
<td></td>
<td>BLS QCEW</td>
<td>Quarterly</td>
</tr>
<tr>
<td>Weekly hours</td>
<td>BLS SAE</td>
<td>Monthly</td>
</tr>
</tbody>
</table>

Source: GAO (2011a), table 3.
assistance or the number of months with a sustained decrease in economic conditions.

Policymakers may also want to consider allowing aid to start flowing to individual states based on local economic conditions. Despite some trade-offs in terms of data quality, state-level triggers might be preferable to national ones for cushioning state- or region-specific shocks.²⁴

Once triggered, aid could be targeted based on the severity of the recession, using an across-the-board metric, or based on population. GAO (2011c) developed a prototype formula that would direct aid to states based on their change in unemployment and reductions in wages and salaries. GAO finds that its prototype would have been more timely than the Recovery Act, providing assistance from January 2008 (just after the Great Recession began) to September 2011, compared to the Recovery Act’s October 2008 (retroactive) to June 2011. The prototype also would have removed support for states more gradually compared to the Recovery Act’s or JGTRRA’s fiscal cliffs.²⁵

Depending on the timeframe, federal highway grants may be another good candidate for restructuring to address regional economic decline. As CBO (2009a) and others have noted, inherent lags in project development typically make infrastructure less than ideal stimulus.²⁶ However, if a downturn is long enough, infrastructure becomes more attractive as a stimulus in addition to providing long-term benefits to residents and economic activity (Austin, Glaeser, and Summers, forthcoming; Busso, Gregory, and Kline 2013).

As with the Recovery Act, the federal government could attach conditions for states to spend infrastructure funds quickly and emphasize “state of good repair” improvements over system expansion (Lew and Pocari 2018).²⁷ Before the next downturn, the federal government could provide additional funds for states to maintain five-year capital improvement plans and a list of projects that, if not shovel ready, at least would have passed minimal cost-benefit criteria (CBO 2016).²⁸

**CONSIDER LOANS, GRANT ADVANCES, OR A NATIONAL RAINY-DAY FUND**

Several authors, including Galle and Stark (2012), GAO (2006), and Mattoon (2004) have proposed creating an ongoing countercyclical assistance fund modeled after the unemployment insurance (UI) program.²⁹ The fund could take the form of a new federal rainy-day account (RDA), federal subsidies to state RDAs, or loans and grant advances.
Under the Mattoon (2004) proposal, after an initial state and/or federal capitalization, states would pay into a national RDA in good years and draw down their reserves in bad years. Their repayments would be experience-rated (as with employer contributions to the UI system) in the sense that states’ contributions would be larger if a more-volatile tax system made subsequent withdrawals more likely.

As with state RDAs, withdrawals would be limited to specific circumstances such as negative revenue growth, negative personal income growth, or unemployment increases of more than 1 percentage point.³⁰

A national RDA with standard contribution and withdrawal rules may also help overcome incentive problems with existing state RDAs. Namely, states tend not to accumulate large enough RDAs.³¹ They may also set up too many procedural hurdles to access saved funds, such as obtaining supermajority legislative approval and finding a way to repay funds quickly, even within the same fiscal year (Mattoon 2004). As a result of these obstacles and uncertainty about the pace of economic recovery, some states such as South Dakota and Vermont never drew down their reserves during the downturn (McNichol 2013). Furthermore, many states turned to refilling their rainy-day funds while unemployment rates were still high, perhaps because of overly stringent rules governing these accounts, rather than waiting for stronger economic circumstances.

Questions and Concerns

1. Will your proposal weaken state and local budget discipline?

With any proposal to increase federal aid in recession or recovery, an overarching concern is the set of incentives this produces for state and local policymakers. In the past, concerns about incentives have been so strong that they have led to further pathologies in the federal grants system. For example, MOE requirements—intended to ensure that federal funds are spent on desired objectives—are one reason for the low correlation between grants and state fiscal capacity. Furthermore, with the notable exception of Medicaid, most matching grants are capped rather than open-ended, but capped grants can limit the extent to which state and local positive spillovers are taken into account by policymakers, even as they limit federal budget exposure.³²

The General Revenue Sharing program further illustrates tensions in grant design. It relied on a complicated two-tiered aid formula that directed aid to both states and localities, attempting to equalize differences in fiscal capacity, or per capita income, while also rewarding their revenue effort
or dollars collected. It is not difficult to see how these goals could work at cross purposes. As economist George Break would later write, “The implied diversity of purpose became an inherent problem for the new program since it could hardly be expected to satisfy all expectations at once” (Break 1980, 145). The General Revenue Sharing program also illustrates the difficulty of targeting local areas within states (Maguire 2003).

Consequently, this proposal argues for targeting aid based on measures such as unemployment that are easily observed and difficult to manipulate (i.e., tagging, as in Akerlof 1978), thereby mitigating these problems of state moral hazard. It also focuses on measures of fiscal capacity, like Total Taxable Resources, that are not manipulable by states. These and other aspects of the proposal’s design help to minimize any unintended negative effects on state and local budget discipline. The key is to choose a measure that is not easily politically manipulated or that creates incentives for poor policy choices, including decisions to rely on overly volatile revenue sources. Otherwise, governors could alter their tax systems to attract more federal aid.

2. How can federal aid be effectively targeted to places with high levels of need?

In addition to the targeting considerations outlined in the proposal, a complementary approach is to require extensive reporting to discourage jurisdictions that are not truly needy from applying. Although intended to ensure program transparency, the Recovery Act may unintentionally have mimicked these so-called ordeal mechanisms (Nichols and Zeckhauser 1982) by requiring all recipients to file quarterly reports on their use of funds and jobs created. It further mandated that a Recovery Accountability Transparency Board review all agency reports, conduct audits and reviews, and release the underlying data through a website (which became Recovery.gov).

Relatedly, relying on existing formulas has the advantage of expediency but also reinforces traditional donor versus recipient state roles (Boyd and Dadayan 2017). An alternative for political expediency, although worse from a targeting perspective, is simple per capita grants as under JGTRRA.

Conclusion

This chapter has argued that the federal grant apparatus is often overlooked when considering ways to help places in crisis due to long-term structural decline or short-term cyclical swings in the economy. To address growing regional disparities in economic growth and the impact of recessions,
existing programs could be reconfigured to better support places that are struggling. In particular, federal policymakers might want to consider changing the formula for Medicaid or other programs to make the grants better targeted to lagging states, making countercyclical enhancements to the Medicaid program permanent, and creating a new countercyclical fund that states could draw on during downturns. In all cases, funds should be targeted based on characteristics not subject to political manipulation or gaming. These targets would be based on unemployment and/or other labor market conditions—as well as measures of fiscal capacity—thereby helping to equalize the resources available for communities to invest in local public goods and provide economic opportunity for their residents.

APPENDIX TABLE 1.

Gross Domestic Product, Personal Income, and Total Taxable Resources Per Capita, by State

<table>
<thead>
<tr>
<th>State</th>
<th>GDP</th>
<th>Income</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>District of Columbia</td>
<td>180,900</td>
<td>73,800</td>
<td>106,100</td>
</tr>
<tr>
<td>North Dakota</td>
<td>74,500</td>
<td>55,600</td>
<td>79,300</td>
</tr>
<tr>
<td>Delaware</td>
<td>74,000</td>
<td>47,100</td>
<td>81,700</td>
</tr>
<tr>
<td>New York</td>
<td>73,600</td>
<td>58,300</td>
<td>82,200</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>72,200</td>
<td>62,800</td>
<td>81,000</td>
</tr>
<tr>
<td>Alaska</td>
<td>71,100</td>
<td>56,500</td>
<td>74,200</td>
</tr>
<tr>
<td>Connecticut</td>
<td>70,500</td>
<td>68,200</td>
<td>87,600</td>
</tr>
<tr>
<td>Wyoming</td>
<td>67,400</td>
<td>56,300</td>
<td>77,700</td>
</tr>
<tr>
<td>California</td>
<td>64,300</td>
<td>54,700</td>
<td>69,800</td>
</tr>
<tr>
<td>Washington</td>
<td>63,400</td>
<td>53,100</td>
<td>70,100</td>
</tr>
<tr>
<td>New Jersey</td>
<td>62,900</td>
<td>60,100</td>
<td>76,800</td>
</tr>
<tr>
<td>Nebraska</td>
<td>61,300</td>
<td>49,600</td>
<td>65,600</td>
</tr>
<tr>
<td>Maryland</td>
<td>60,900</td>
<td>56,200</td>
<td>72,700</td>
</tr>
<tr>
<td>Illinois</td>
<td>60,500</td>
<td>50,700</td>
<td>67,100</td>
</tr>
<tr>
<td>Minnesota</td>
<td>59,500</td>
<td>51,100</td>
<td>65,200</td>
</tr>
<tr>
<td>Texas</td>
<td>58,700</td>
<td>46,800</td>
<td>63,000</td>
</tr>
<tr>
<td>Colorado</td>
<td>58,000</td>
<td>52,000</td>
<td>63,600</td>
</tr>
<tr>
<td>Iowa</td>
<td>57,900</td>
<td>45,800</td>
<td>62,000</td>
</tr>
<tr>
<td>Hawaii</td>
<td>57,400</td>
<td>48,800</td>
<td>59,700</td>
</tr>
<tr>
<td>Virginia</td>
<td>57,300</td>
<td>52,200</td>
<td>66,000</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>56,500</td>
<td>54,500</td>
<td>68,600</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>55,500</td>
<td>49,800</td>
<td>62,600</td>
</tr>
<tr>
<td>South Dakota</td>
<td>55,300</td>
<td>47,900</td>
<td>62,300</td>
</tr>
</tbody>
</table>
### APPENDIX TABLE 1. (CONTINUED)

**Gross Domestic Product, Personal Income, and Total Taxable Resources Per Capita, by State**

<table>
<thead>
<tr>
<th>State</th>
<th>GDP 2015</th>
<th>Personal Income 2015</th>
<th>Taxable Resources 2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oregon</td>
<td>53,800</td>
<td>44,400</td>
<td>59,000</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>53,200</td>
<td>49,700</td>
<td>62,000</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>52,700</td>
<td>46,000</td>
<td>58,400</td>
</tr>
<tr>
<td>Ohio</td>
<td>52,700</td>
<td>43,800</td>
<td>56,800</td>
</tr>
<tr>
<td>Kansas</td>
<td>52,200</td>
<td>47,000</td>
<td>60,300</td>
</tr>
<tr>
<td>Louisiana</td>
<td>51,800</td>
<td>42,800</td>
<td>54,100</td>
</tr>
<tr>
<td>Indiana</td>
<td>50,400</td>
<td>41,900</td>
<td>55,800</td>
</tr>
<tr>
<td>Utah</td>
<td>50,100</td>
<td>39,800</td>
<td>53,400</td>
</tr>
<tr>
<td>North Carolina</td>
<td>50,000</td>
<td>41,400</td>
<td>53,600</td>
</tr>
<tr>
<td>Georgia</td>
<td>49,600</td>
<td>41,000</td>
<td>53,100</td>
</tr>
<tr>
<td>Nevada</td>
<td>49,300</td>
<td>43,100</td>
<td>56,000</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>48,600</td>
<td>44,000</td>
<td>53,200</td>
</tr>
<tr>
<td>Vermont</td>
<td>48,500</td>
<td>49,000</td>
<td>56,300</td>
</tr>
<tr>
<td>Tennessee</td>
<td>48,100</td>
<td>42,200</td>
<td>51,700</td>
</tr>
<tr>
<td>Missouri</td>
<td>48,000</td>
<td>42,400</td>
<td>54,200</td>
</tr>
<tr>
<td>Michigan</td>
<td>47,400</td>
<td>43,100</td>
<td>52,700</td>
</tr>
<tr>
<td>Montana</td>
<td>44,900</td>
<td>42,600</td>
<td>50,500</td>
</tr>
<tr>
<td>New Mexico</td>
<td>44,700</td>
<td>37,900</td>
<td>48,200</td>
</tr>
<tr>
<td>Florida</td>
<td>44,000</td>
<td>45,400</td>
<td>54,000</td>
</tr>
<tr>
<td>Kentucky</td>
<td>43,200</td>
<td>38,500</td>
<td>47,900</td>
</tr>
<tr>
<td>Arizona</td>
<td>43,100</td>
<td>39,700</td>
<td>47,400</td>
</tr>
<tr>
<td>Maine</td>
<td>43,100</td>
<td>42,900</td>
<td>48,600</td>
</tr>
<tr>
<td>South Carolina</td>
<td>41,500</td>
<td>38,800</td>
<td>46,400</td>
</tr>
<tr>
<td>Alabama</td>
<td>41,200</td>
<td>38,200</td>
<td>45,700</td>
</tr>
<tr>
<td>Arkansas</td>
<td>40,000</td>
<td>39,100</td>
<td>46,100</td>
</tr>
<tr>
<td>Idaho</td>
<td>39,800</td>
<td>38,900</td>
<td>45,800</td>
</tr>
<tr>
<td>West Virginia</td>
<td>39,500</td>
<td>36,600</td>
<td>45,800</td>
</tr>
<tr>
<td>Mississippi</td>
<td>35,600</td>
<td>34,800</td>
<td>40,100</td>
</tr>
<tr>
<td><strong>United States</strong></td>
<td><strong>56,100</strong></td>
<td><strong>48,900</strong></td>
<td><strong>62,300</strong></td>
</tr>
</tbody>
</table>

Note: Data are for 2015. States are in descending order of GDP per capita.
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Endnotes

1. For example, the Promise Zone program, launched in 2013, awards preferences for certain competitive federal grants to places experiencing high poverty, among other requirements. Designated zones also receive technical assistance and help navigating federal programs. Tax incentives proposed by the Obama administration were never approved by Congress. See OMB (2016).

2. For more information, see CBO (2013) and GAO (2012).

3. BUILD replaced the Transportation Investment Generating Economic Recovery (TIGER) program created by the American Recovery and Reinvestment Act of 2009 (the Recovery Act). Since 2009 the TIGER grant program has provided a combined $5.1 billion to 421 projects in all 50 states, the District of Columbia, Puerto Rico, Guam, the Virgin Islands, and tribal communities. See U.S. Department of Transportation (2018).

4. Under the 1996 welfare reform law, states have broad discretion on how to spend federal TANF funds as long as they are meeting one of four program goals: (1) providing assistance to needy families so that children may be cared for in their own homes or in the homes of relatives; (2) promoting job preparation, work, and marriage among needy parents; (3) preventing and reducing the incidence of out-of-wedlock pregnancies; and (4) encouraging the formation and maintenance of two-parent families. Nationally, the preponderance of TANF is spent on noncash assistance, which is less targeted to the lowest-income recipients and less responsive to economic downturns. See Bittle and Hoynes (2016).

5. The federal government also experimented with revenue sharing in 1803 and 1837 (Break 1980).

6. See also Wallis and Oates (1998) for a discussion of how federalism evolved during the New Deal.

7. It remains to be seen how the newest economic development program created through the TCJA, Opportunity Zones, will fare on this criterion (e.g., Looney 2018; Theodos 2018).

8. See, for example, Gramlich and Galper (1973), who found that $1.00 of unrestricted federal aid stimulated $0.36 in state and local spending, $0.28 in lower state and local taxes, and $0.36 in higher fund balances or saving. However, other research has found evidence that federal dollars stimulate more than the expected state and local spending response. Some early flypaper effect research might have mistook matching as lump sum grants or overlooked MOE requirements. Other explanations include tacit understandings between federal appropriators and grant recipients about how recipients will respond to federal money (Chernick 1979; Knight 2002).

9. Established by the 86th U.S. Congress, the ACIR was a “permanent, bipartisan body of 26 members, to give continuing study to the relationship among local, state, and national levels of government.” Among its statutory responsibilities were to “provide a forum for discussing the administration and coordination of Federal grant and other programs requiring intergovernmental cooperation” (Advisory Commission on Intergovernmental Relations Act of 1959). For more information on this method, see ACIR (1962, 1971, 1982), Tannenwald (1999), Tannenwald and Turner (2006), Yilmaz and Zahradnik (2008), Yilmaz et al. (2007).
10. To take one example, Washington State derived about a quarter of its total state and local revenue from sales taxes in 2012 (and a similar portion today), while its neighbor Oregon (along with Alaska, Delaware, Montana, and New Hampshire) collected no general sales taxes. The RRS/RES also cannot capture differences in tax administration capabilities, efficiency of public service provision, or the ability to export tax burdens to nonresidents.

11. Labor costs are typically measured using a regression framework or wage index assessing what all employers—public and private—in a state must pay to attract workers of a given education and experience level. This approach separates background conditions such as regional costs of living from policy choices about what to pay public sector workers. See Gordon, Auxier, and Iselin (2016, appendix C).

12. This calculation does not include the taxes paid to the federal government by state residents. Thus, even though a state like New York received transfers that more than offset its fiscal gap in 2012, this does not mean it was a net recipient of federal money overall, because the taxes paid by New York residents more than offset the federal transfers. See Boyd and Dadayan (2017) for discussion of net contributions and draws on the federal budget. High-income states also benefit the most from federal tax deductions and exemptions (such as those for home mortgage interest, charitable contributions and the previously uncapped SALT deduction) accruing to high-income tax payers (Sammartino 2017). However, these benefits may help offset another problem in the federal tax code, the penalty workers living in high-productivity areas pay because taxes are not indexed for regional costs of living (Albouy 2009).

13. Although details of these rules vary considerably and affect their stringency, most states are constitutionally or statutorily bound to balance their budgets each year (Rueben and Randall 2017).


15. The Recovery Act created individual earnings Promise Zone tax credits, expanded business tax incentives, and launched federal initiatives in high speed rail, health information technology, and an energy smart grid. At its peak (2009–12) it provided a fiscal impulse of $700 billion; this figure excludes the alternative minimum tax (AMT) patch best thought of as continuation of long-standing policy. See CBO (2009a).

16. This chapter does not consider technical assistance and other temporary measures to help a specific community after a natural disaster or financial crisis as in Detroit or Puerto Rico most recently.

17. This was the intent of the Recovery Act’s state and local fiscal relief (Grunwald 2013).

18. Most states start their fiscal year on July 1st, so in mid-2009, for example, spending levels would have been set in the summer of the previous year although many states were forced to reopen their budgets mid-year to close gaps due to revenue shortfalls (e.g., McNichol 2012).

19. The FMAP is a declining function of state per capita personal income:

$$FMAP = 1.00 - 0.45 \times \left( \frac{StatePCI}{U.S. PCI} \right)^2$$

The FMAP formula’s 0.45 term ensures that the average state receives a federal match of 55 percent. Squaring the personal income term amplifies the effect of falling above or below national average income (so that lower-income states receive even higher matches and higher-income states even lower ones, subject to the statutory limits above).

20. A simulation by Miller and Schneider (2004) suggests that shifting to this kind of measure would increase FMAPs in some relatively wealthy states with high poverty populations while reducing matching rates in states with smaller populations living in poverty. It would also increase federal budgetary commitments, although this could be paid for by reducing statutory minimums on FMAP rates.

21. See Gordon, Auxier, and Iselin (2016, appendix C) for one approach.

22. The District of Columbia also receives special federal matching rates set in statute that gives it higher matching rates than they would have otherwise received based on per capita income (PCI).

23. Unlike the unemployment rates, the EPOP reflects both unemployed and discouraged workers (i.e.,
those who have stopped searching for work) because the denominator is total population rather than the labor force.

24. Mattoon, Haleco-Meyer, and Foster (2010) experimented with three national triggers:
   - Excess unemployment (a 1 percentage point–increase from most recent trough turns on aid; aid turns off when the national rate falls by more than 1 percentage point).
   - Sales tax revenues (when a four quarter moving–average falls by more than 5 percent, aid turns on; when the average returns to previous levels aid turns off).
   - Philadelphia Reserve Bank State Coincident Indicators (a 0.1 percentage point–drop in month over month log of index turns aid on; when the log of national index is back to 0 aid turns off).

25. GAO’s consideration of these issues preceded the ACA and consequently does not account for states’ more recent Medicaid expansions.

26. This criticism was less apt in the Great Recession given its protracted nature, however this may not have been apparent at the outset. For example, in January 2008 the CBO noted an output gap was emerging but suggested that it would close by 2011 after reaching a maximum of 2 percent of GDP in 2008. By January 2009 the CBO estimated that the output gap would hit 7 percent of GDP and not close until 2014 (CBO 2008, 2009a).

27. As noted in McGuire et al. (2014, 43), most Recovery Act transportation funds were distributed according to procedures of established federal highway, transit, and airport grant programs. This meant that highway grants were based on highway lane miles, vehicle miles, population, and that tax payments to the federal Highway Trust Fund are attributable to highway users in the state. Transit grants considered population; population density; and transit vehicle miles, passenger miles, and route miles. However, some discretionary funds (e.g., TIGER and $750 million in an existing discretionary transit capital grant program) were awarded to projects judged capable of spending additional funds quickly.

28. Many, but not all, states maintain five-year capital improvement plans (National Association of State Budget Officers 2014).

29. UI is a joint federal–state program. The federal government funds state UI program administrative costs and part of the costs of the federal–state extended benefits program by levying a 6 percent payroll tax, known as the Federal Unemployment Tax Act (FUTA) tax, on the first $7,000 of covered workers’ earnings. Employers can claim credits against 5.4 percentage points of FUTA taxes if they operate in states where unemployment programs meet federal standards, reducing the effective FUTA tax rate to 0.6 percent, or a maximum of $42 per worker. Federal standards for state UI programs are broad. States must levy their own payroll taxes on a base of at least $7,000 per worker and use experience rating to impose higher tax rates on firms that lay off more workers. Also, states must impose maximum payroll tax rates of at least 5.4 percent and must deposit tax proceeds into a reserve account or trust fund held for that state by the Treasury and used solely to pay UI benefits (Vroman and Woodbury 2014).


31. A generally accepted, although rarely substantiated, rule of thumb for state and local governments is that budget reserves and rainy-day funds should constitute roughly 5 percent of prior year spending. More savings may be desirable from an insurance point of view, but accumulating large surpluses also poses political challenges, as evidenced by California’s voters demand for property tax reduction in the early 1970s, an effort that culminated in Proposition 13.

32. An important exception to Medicaid’s open-ended structure is in U.S. territories such as Puerto Rico where federal funds are typically capped although the cap was temporarily waived by the Recovery Act and ensuring federal action (Medicaid and CHIP Payment and Access Commission [MACPAC] 2018).

33. Agency inspectors general were further instructed to review “any concerns raised by the public about specific investments using funds made available” and relay findings to agency heads (Title XV, Sections 1514 and 1515). In addition, the Comptroller General (head of the GAO) was to conduct bimonthly reviews on the use of funds by selected states and localities (Title IX, Sections 901 and 902), and the CBO and GAO had to comment on the recipient reports (Title XV, Section 1512 (c)) (Title XV, Sections 1521–1528).
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Abstract
In contrast to the observed convergence in incomes between high- and low-income areas throughout much of the 20th century, recent decades have seen an increased clustering of economic activity that has led to diverging fortunes of different places. This phenomenon has revived interest in place-based policies that seek to revitalize lagging communities. Perhaps due to the widely held perception that high-tech clusters around the United States owe much of their success to neighboring universities, establishing research universities in lagging communities is increasingly being considered as a potential place-based policy. Our policy proposal seeks to shed light on the potential role of research universities as anchor institutions for local economic development. After carefully analyzing data and reviewing the literature, we propose that instead of establishing a new research university, lagging communities should focus on transferring productivity-enhancing knowledge to their local employers from existing research universities near their regions. To help achieve this goal, we propose a regionally targeted expansion of the 1988 Manufacturing Extension Partnership program that would encompass a broader range of sectors.

Introduction
Throughout the past three decades the U.S. labor market has undergone remarkable structural changes. The replacement of manufacturing as the economy’s engine of growth with the knowledge-based economy has
shifted the geographic distribution of income. Today, many cities with once-thriving manufacturing clusters suffer from significant income and population declines, while other cities, particularly those with innovation hubs, enjoy economic prosperity.

In contrast to the convergence in incomes between high- and low-income areas throughout much of the 20th century, recent decades have seen an increased clustering of economic activity that has led to diverging fortunes of different places. This increasing geographic clustering of economic activity has spurred interest in place-based policies that seek to revitalize lagging communities (Austin, Glaeser, and Summers, forthcoming). Perhaps due to the widely held perception that high-tech clusters such as California’s Silicon Valley, Massachusetts’s Route 128 corridor, and North Carolina’s Research Triangle owe much of their success to neighboring universities, expanding higher education activity in struggling communities is

FIGURE 1.
Share of County Employment, by Selected Industries and Presence of Research University

Source: County Business Patterns (CBP; U.S. Census Bureau [Census] 2017).
Note: Data are for 2015. Figure shows the relationship between higher education activity and a county’s employment industry mix. Specifically, it presents the share of employment in various industries separately for counties with a research university (defined as a doctoral university with “highest research activity,” “higher research activity,” or “moderate research activity” designation in the 2015 Carnegie Classification) and counties without one. Industry employment shares do not sum to 100 percent because only selected industries are shown.
increasingly being considered as a potential place-based policy that could spur economic growth in these areas.

In spite of this perception, however, the data suggest that the establishment of a research university may not be sufficient to transform a local economy. For instance, figure 1 presents the industry composition of employment for counties with and without a research university. Industry employment shares in the two types of counties are remarkably similar, suggesting little relationship between the presence of a research university and a county’s composition of employment.

Is it perhaps a matter of having a top research university? Figure 2 shows the per capita incomes of metropolitan areas with and without a top research university. The map demonstrates that having a top research university in the area is not sufficient for economic prosperity. Even though many

FIGURE 2.
Top Research Universities and Per Capita Income, by Metropolitan Area

Source: IPUMS NHGIS (Manson et al. 2017).
Note: The map shows the per capita income of metropolitan areas with and without a top research university (defined as a doctoral university with the “highest research activity” designation in the 2015 Carnegie Classification).
metropolitan areas with top research universities enjoy high levels of per capita income, many other metropolitan areas such as Bloomington, IN (home to Indiana University), Lansing-East Lansing, MI (home to Michigan State University), and Eugene, OR (home to University of Oregon) do not.

While suggestive, one must be cautious when interpreting these simple correlations. Colleges and universities are not randomly assigned across the country, which makes it difficult to estimate their causal impact. For instance, colleges and universities may be strategically located and resourced in places where demand for them is high. Alternatively, policymakers might have increased higher education expenditures in economically depressed areas with the aim of revitalizing these communities.

Consequently, a closer examination of the causal relationship between university activity and local economic development is warranted; this examination constitutes the goal of ongoing and future research. By carefully analyzing data and summarizing the empirical literature, this policy proposal seeks to shed light on the potential role of higher education as a place-based policy for local economic development.

We document three main findings. First, universities’ ability to affect their local economies solely through the supply of college graduates is limited. Second, the main channel by which universities can affect their local economies is through highly localized knowledge spillovers. Third, the literature provides little evidence that establishing a new university in the 21st century is sufficient to revitalize a lagging community and transform its economy. To help revive struggling regions, using existing nearby universities could be a far more cost-effective policy tool.

Based on our findings, we propose that instead of establishing new research universities, lagging communities should focus on transferring productivity-enhancing knowledge to their local employers from existing research universities near their regions. To help achieve this goal, we propose a regionally targeted expansion of the 1988 Manufacturing Extension Partnership (MEP) program that would encompass a broader range of sectors. We propose that MEP centers change their focus from demand-driven one-time solutions (i.e., consulting services) to long-lasting community partnerships whereby universities work with regional MEP centers to communicate and transfer cutting-edge knowledge to local firms.
The Challenge

HUMAN CAPITAL AND ECONOMIC GROWTH

In order to examine whether expanding higher education in lagging communities can help spur economic development in these areas, one must first understand the reasons for the observed spatial divergence in the economic success of many areas. While these reasons remain a subject of debate, it is generally accepted that the increased sorting of high-skilled workers into select areas has been a key contributor to spatial income inequality (Austin, Glaeser, and Summers, forthcoming; Berry and Glaeser 2005; Glaeser 2012; Glaeser and Saiz 2004; Moretti 2012).

As illustrated in figure 3, counties with a larger share of college-educated workers in 1980 have continued to become more educated over time, while counties with a low initial share of college-educated workers have found it difficult to catch up and attract new high-skilled workers to their areas. Economists often attribute part of the increased spatial sorting of high-skilled workers to the role of so-called agglomeration forces in the innovation sector. High-tech companies, for instance, tend to locate in places with other high-tech companies and a high-skilled population. Labor markets with an abundance of job options, the presence of an entrepreneurial ecosystem with specialized service providers such as venture capitalists and start-up lawyers, and highly localized knowledge spillovers all incentivize new high-skilled workers and start-ups in the innovation industry to locate in places with a preexisting innovation hub (Moretti 2012). Knowledge spillovers are particularly important: firms in close proximity to innovators and knowledge creators can benefit from their neighbors through a variety of both formal (e.g., access to presentations at universities) and informal (e.g., incidental conversations between employees of different firms) channels.

As Glaeser points out, successful cities have been able to “create a virtuous cycle in which employers are attracted by the large pool of potential employees and workers are drawn by the abundance of potential employers” (Glaeser 2012, 25). This means that places with an initial stock of innovative activity and highly educated workers will continue to attract other workers with similar levels of education, while places with low initial levels of human capital might find it difficult to attract new start-ups and high-skilled workers.

The increased spatial concentration of high-skilled workers is key for understanding the lack of convergence in economic success across places. Tech companies are increasingly looking to locate in areas with a highly educated population. For instance, according to the Wall Street Journal,
FIGURE 3.
Levels and Growth of College Attainment, by County

Source: American Community Survey (ACS; Census 1980–2016).

Note: Figures show the increased spatial concentration of highly educated workers in recent decades. Counties with a larger share of college-educated workers in 1980 have continued to become more educated over time, while counties with a low initial share of college-educated workers have disproportionately not been able to attract new highly educated workers. The sample includes only counties with populations greater than 250,000. Line represents linear fit. BA refers to bachelor’s degree.
Amazon recently visited more than half of the cities on its list of 20 finalists to host its new headquarters. People familiar with the visits have highlighted Amazon’s focus on each city’s talent and level of education when making its decision. The Journal reports that Amazon’s economic development team is particularly concerned with how much talent the company can attract to the area, and examines data such as the city’s average ACT and SAT scores. Therefore, instead of trying to lure Amazon with fancy hotels and private planes, cities “are attempting to be creative by bringing in university officials, younger people and professionals who can speak to talent and growth in the area” (Stevens, Mahtani, and Raice 2018).

It is now widely understood that, in a knowledge-based economy, the amount of human capital (or level of education) within a region is the best predictor of its economic prosperity (Gennaioli et al. 2013, 2014; Henderson 2007). Figure 4 shows a clear positive relationship between a county’s average share of adults with a bachelor’s degree or higher (from 2012 to 2016) and its noneducation labor income in 2015. Furthermore, areas with high human capital levels have in previous decades experienced increases

FIGURE 4.
Noneducation Sector Income, by Share with Bachelor’s Degree

Source: ACS and CBP (Census 2012–16; 2017).
Note: Noneducation sector income data are for 2015. Figure shows the relationship between human capital and noneducation labor income. Specifically, it presents a scatter plot and a linear fit of the relationship between a county’s share of adults with a bachelor’s degree or higher and its associated noneducation labor income. The figure provides suggestive evidence of a positive relationship between a county’s human capital stock and its economic success. Line represents linear fit. BA refers to bachelor’s degree.
in population and wages, while areas with less human capital have suffered significant declines (Glaeser and Saiz 2004).

The observed relationship between economic prosperity and human capital is in fact causal. Numerous studies have documented a causal private return to education (Angrist and Krueger 1991; Ashenfelter and Krueger 1994; Oreopoulos and Petronijevic 2013). By extension, when the stock of highly educated workers in a region increases, one might expect aggregate income in the region to increase as well. Furthermore, the social return to education has been found to be even larger than the sum of its private returns. Moretti (2004) estimates college education spillovers and concludes that an increase in the supply of college graduates in an area also raises the wages of high school dropouts, high school graduates, and other college graduates through human capital externalities. Moreover, Glaeser (2005) shows that larger amounts of human capital have allowed cities such as Boston to achieve long-run economic growth by reinventing themselves in periods of economic crisis and decline. An increase in human capital within a region has also been found to induce subsequent employment growth. Shapiro (2006) estimates that a 10 percent increase in the share of residents who are college-educated leads to an increase in employment growth of roughly 1.7 percent. Finally, increases in education have been shown to lead to other social benefits such as reduced crime. Thus, locations with a more-educated population may enjoy higher wages, lower crime rates and unemployment, and better amenities, which together further attract other highly educated workers (Lochner and Moretti 2004; Shapiro 2006). All of these points indicate that, in an innovation-driven economy, the stock of human capital in a region is key to its success, and that any successful place-based policy must lead to an increase in the stock of local human capital, whether directly or indirectly.

HIGHER EDUCATION AND HUMAN CAPITAL

The positive relationship between human capital and economic success, as well as the perception that high-tech clusters such as California’s Silicon Valley, Massachusetts’s Route 128 corridor, and North Carolina’s Research Triangle owe much of their success to neighboring universities, has spurred interest in higher education among local governments. Can the expansion of higher education in struggling communities increase the stock of human capital in their regions and therefore generate economic prosperity? In this section, we examine the relevant empirical literature and conclude that universities have only a very limited ability to directly impact their regions’ supplies of human capital. However, by increasing demand for skilled
labor through localized knowledge spillovers, colleges and universities can contribute to the economic success of their local economies.

SUMMARY OF FINDINGS

As the U.S. economy continues to shift away from the production of goods to the production of knowledge and ideas, the amount of human capital in a region will continue to be key to its success. Therefore, a crucial consideration for place-based policies that seek to revitalize lagging communities is whether they lead to an increase in the area’s stock of human capital. Our research summary provides evidence that, through knowledge spillovers arising from increases in university research spending, a higher education institution can bolster its region’s economy by increasing the demand for local human capital. However, universities are not panaceas and are most beneficial as complements to a preexisting industrial ecosystem.

Three main findings are most important to describe. First, the ability of universities to affect their local economies solely through the supply of college graduates is limited. College-educated workers are highly mobile and are more likely to migrate than their less-educated peers.

Second, the main channel by which universities can affect their local economies is through highly localized knowledge spillovers that make existing nearby firms more productive and attract new firms to the area. These knowledge spillovers, however, are not broad-based. Spillovers from universities to the local economy are strongest for industries that rely on innovation and technical training more heavily, and that share a labor market with universities. Therefore, areas with preexisting clusters and a large concentration in high-tech employment are more likely to enjoy knowledge spillovers than are areas with higher employment concentrations in low-skilled industries.

Third, the literature provides little evidence that establishing a new university in the 21st century is sufficient to revitalize a lagging community and transform its economy. Using existing nearby universities might be far more cost-effective in many cases to revive struggling regions.

Supply of Human Capital

In theory, universities can influence the stock of human capital in a region by increasing both the supply of and the demand for college graduates (Abel and Deitz 2012). At first glance, it may seem obvious that colleges and universities directly increase the supply of college graduates in their regions. After all, one of the key roles of a university is that of an educational
institution. However, a closer look at the literature reveals that the impact of universities on the supply of college graduates in a region could be small for certain areas. For instance, if a region’s local labor market is not robust enough to create job opportunities for newly minted graduates, alumni might not be incentivized to remain in the area.

College-educated workers are highly mobile and more likely than their less-educated peers to migrate in search of better jobs (Bound et al. 2004; Faggian and McCann 2009; Moretti and Wilson 2014; Wozniak 2010). Therefore, areas with strong local labor markets may both retain their graduates and attract graduates from other locations, while regions with less-robust labor markets may struggle to retain their graduates.

Figure 5 shows the importance of migration in the market for high-skilled individuals. In some counties, such as Santa Clara County (home of Stanford University), significantly more high-skilled individuals (those who hold a bachelor’s degree or higher) enter the local labor market than the number of high-skilled individuals that the county’s universities produce. On the other hand, areas such as Dane County (home of the University of Wisconsin–Madison) produce far more high-skilled workers than they receive. For instance, from 1990 to 2000 the University of Wisconsin–Madison granted roughly 83,000 higher education degrees. However, over this same period, Dane County experienced a net gain of only 32,000 high-skilled individuals. In fact, during this same period only 37 percent of counties in our sample—comprising urban counties with at least one research university—experienced higher influx of high-skilled workers than the number of higher-education degrees they awarded.

Indeed, research by Abel and Deitz (2012) shows that there is no statistically significant relationship between an area’s production and its stock of human capital, which further confirms the important role of migration in the market for high-skilled workers. Thus, universities acting solely as educational institutions could fail to induce a significant increase in the stock of human capital in their regions. College graduates migrate to the best opportunities.3

**Demand for Human Capital**

While it may not be possible to substantially increase local human capital directly through postsecondary instruction, colleges and universities can increase the stock of human capital in their regions through alternative channels. Particularly, increases in research activities at universities can raise the stock of local human capital by increasing the demand for human capital.
If innovative ideas and technology resulting from university research spending spill over to the private sector, then the productivity of nearby firms may increase, thereby improving the local economy (Kantor and Whalley 2014). Furthermore, if these knowledge spillovers are mostly present for firms relatively close to the university, new innovative firms that wish to gain access to these ideas could be drawn to the area (Hausman 2017), increasing the demand for local human capital.

The argument that university research can increase the demand for human capital, however, relies on the assumption that knowledge spillovers are highly localized, and it is not immediately clear that this is the case. After all, the basic research in which university faculty and staff are engaged is often disseminated broadly. While research is produced locally, it is available for anyone in the world to adopt when it is published online in scholarly journals. Furthermore, declines in communication and transportation costs in recent decades have lowered the cost of information transfer, which should reduce the incentive for a firm to locate near a university solely for the purpose of gaining access to its research (Glaeser and Ponzetto 2010).

**FIGURE 5.**
Local Labor Market Flows of College-Educated Adults by Number of Postsecondary Degrees Awarded, 1990–2000


Note: Figure shows the relationship between a county’s production of higher education degrees and its flow of high-skilled individuals. A high-skilled individual is defined as someone who holds a bachelor’s degree or higher. The county’s number of higher education degrees awarded between 1990 and 2000 was interpolated by multiplying the total number of bachelor’s, master’s, and doctoral degrees awarded in 1999–2000 by 10. Line represents 45 degree angle. BA refers to bachelor’s degree.
Yet the observed geographic concentration of economic activity seems to indicate that proximity to knowledge does matter. In fact, as described previously, economists often highlight the role that knowledge spillovers play in contributing to the increasing returns of geographic density (Henderson 2007). Proximity to knowledge seems to be particularly important in the innovation industry. As Moretti explains, “In the world of innovation, productivity and creativity can outweigh labor and real estate costs.” Thus, agglomeration forces, including knowledge spillovers, “ultimately determine the location of innovative workers and companies and therefore shape the future of entire communities” (Moretti 2012, 124).

That geographic proximity to knowledge is crucial in the innovation industry could be an indication of the importance of face-to-face contact and the human factor in the transmission of tacit, informal knowledge (Glaeser 2012; Rocco 1998). Adams (2002) finds that knowledge spillovers from universities are much more localized than industrial spillovers. According to Adams, “Firms go to nearby universities for advice, research, and students. In contrast, industrial interactions take place over a greater distance and occur selectively” (254). Highlighting the aforementioned paradox that universities generate public knowledge that seems to benefit local firms disproportionately, Adams explains that it is precisely the nature of open science that incentivizes firms to locate near universities. Firms need to “go to local universities to obtain information that is reasonably current and not proprietary. This increases the localization of academic spillovers” (Adams 2002, 274). Similarly, Yusuf (2008) explains that universities often act as hubs that connect the creators and users of path-breaking knowledge that can set the stage for future economic prosperity.

There is a large empirical literature confirming the existence of highly localized spillovers of university research on outcomes such as patenting (Aghion et al. 2009; Andersson, Quigley, and Wilhelmsson 2009; Jaffe 1989; Jaffe, Trajtenberg, and Henderson 1993), technological innovation (Acs, Audretsch, and Feldman 1992; Anselin, Varga, and Acs 1997; Audretsch and Feldman 1996; Jaffe 1989), business start-ups (Abramovsky, Harrison, and Simpson 2007; Audretsch, Lehmann, and Warning 2005; Bania, Eberts, and Fogarty 1993; Woodward, Figueiredo, and Guimaraes 2006), and employment growth (Hausman 2017). This literature has shown the importance of academic research to the development of specific local industries, such as pharmaceuticals or electrical and electronic equipment. Furthermore, it has shown that the productivity gains stemming from knowledge spillovers of academic research are indeed highly localized and that they translate into higher local human capital levels (Abel and Deitz 2012).
Less studied, however, has been the extent to which these localized university knowledge spillovers actually translate into broad-based regional economic development. Kantor and Whalley (2014) address this question directly by examining the impact of increases in university expenditures on local noneducation labor income. As mentioned before, the main empirical challenge in estimating the impact that universities have on their local economies is that university activity is not randomly assigned: universities might be more likely to locate and expand in places that are (for unrelated reasons) on a stronger or weaker economic growth trajectory.

To deal with this econometric challenge, Kantor and Whalley (2014) exploit a natural experiment. Specifically, the authors consider significant and sudden changes, or shocks, to universities’ endowment levels that are caused by fluctuations in stock market values. Universities typically spend a constant fraction of the market value of their endowments every year. Therefore, sudden shocks to the stock market determine how much a university will be able to spend from its endowment in any given year. Given that shocks to stock market returns occur at the national or international level and that prior levels of university endowments are not affected by future economic activity in the university’s county, we can use these shocks to examine random variation in university expenditures on research and other activities.

Taking this approach, Kantor and Whalley (2014) find that increases in university research activity result in productivity spillovers to other industries. The estimates indicate that a $1.00 increase in university spending generates an $0.89 increase in noneducation labor income in the county in which the university is located. The results further show that this effect persists for at least five years, which suggests that the impact of research expenditures goes beyond a short-run boost to local labor demand.

While the average spillover effect is rather modest, the authors further investigate whether the magnitude of the effect varies with the intensity of university research or the strength of economic links between universities and local industries. Knowledge spillovers are found to be significantly larger for universities that have a greater focus on research, for industries that share a labor market with universities, and for industries that use knowledge more intensively.

These findings are in line with previous research showing that knowledge spillovers tend to be concentrated in particular industries such as pharmaceuticals or electronics, and are not broad-based (Jaffe 1989). In the models estimating the spillover effect over five years, the estimates indicate that firms in industries that are technologically closer to university
research, in the sense that they share a labor market with higher education and are more likely to cite university patents, enjoy a spillover that is double that of the typical firm.⁵

Using an alternative econometric strategy, Hausman (2017) arrives at a similar conclusion. Specifically, the author investigates whether an increase in university innovation leads to local economic growth. Hausman finds that the passage of the Bayh-Dole Act in 1980, which incentivized universities to commercialize new innovations, resulted in wage and employment growth for communities near the universities, and specifically for those industries that were more closely related to the technological strengths of the nearby university.

Hausman (2017) finds that large numbers of small unit firms entered the university area, possibly as a result of spin-offs from new university ideas. However, she finds that most of the employment gains came from new establishments of existing firms in university-related industries.

Hausman’s findings suggest that highly localized university knowledge spillovers may not only make existing firms in the area more productive, but may also attract new firms wanting to gain access to these spillovers. Altogether, research has shown that universities can affect the stock of local human capital and spur economic development in their communities as long as they focus on academic research in areas that are relevant to local industry.

ALTERNATIVE CHANNELS

In addition to its effect on local economic development through the human capital channel, a university can contribute to its local economy directly through increased employment and consumption. As with any large employer, universities create a substantial number of jobs and bring consumer spending into the local economy.

Higher education institutions can bring new dollars into their local economies through two channels: export-based production (bringing in students and research funding from outside its local area) and import substitution (bringing in students from its own metropolitan area who would have gone to school outside the area). Income brought into the local labor market by universities will in turn be re-spent by the local industries on local suppliers or retailers, resulting in a fiscal multiplier effect of the initial infusion of money (Bartik and Erickcek 2008; Blackwell, Cobb, and Weinberg 2002; Siegfried, Sanderson, and McHenry 2007).
ESTABLISHING A UNIVERSITY VS. EXPANDING RESEARCH ACTIVITY

Most of the research to date has focused on the effect of expanding higher education activity, through either research expenditures or increases in degree production. This research is less informative regarding the effects of opening a new university. Furthermore, the literature has primarily focused on metropolitan areas and urban counties, and not on rural areas. The effects of higher education expansions can be quite different in these latter areas, particularly since university knowledge spillovers are larger when research is focused in areas relevant to industry fundamentals (Kantor and Whalley 2014).

The example of the University of California, Merced (UC Merced) is informative. UC Merced is the first American research university built in the 21\textsuperscript{st} century (2005 marked the year of its official grand opening), and it provides an excellent opportunity to test whether establishing a new university in a relatively small and less-educated local economy can bring economic prosperity to the region.

A recent study by Lee (forthcoming) finds that the university has generated only a modest impact on the local economy by increasing local employment. Job creation was large for the service sector, but was not significant for either the manufacturing or high-skilled sectors, leading the author to conclude that the establishment of a new university in the 21\textsuperscript{st} century is likely insufficient to yield robust agglomeration economies. The opening of UC Merced did induce a local labor demand shock, which resulted in the fiscal multiplier effects described earlier. However, at least in the short run the university has not generated the knowledge spillovers required to induce a meaningful increase in its region’s stock of human capital.\textsuperscript{6}

Lee (2018) explains that his findings are consistent with the findings of Kantor and Whalley (2014): although Kantor and Whalley find evidence of localized spillovers from university activity, the effects are larger in those industries that use knowledge more intensively. Given that the initial industrial composition in Merced was not concentrated in high-tech industries, workers in neighboring firms might not have benefited as much from the opening of a research university.

Varga (2000) arrives at a similar conclusion, finding that proximity is not sufficient for technology transfer to occur. Johns Hopkins University and Cornell University are noted as two examples of important research universities that have nonetheless not led to substantial clusters of high-tech economic activity. Varga finds that concentration in high-tech employment
is the most important factor promoting localized knowledge spillovers, and that a critical mass of agglomeration is needed if one is to expect substantial university knowledge spillovers. Similarly, Aghion et al. (2009) show that exogenous increases in research university activity have a greater impact on economic growth for states that are closer to the technological frontier because potential beneficiaries of such education migrate to frontier states. As the authors put it, “Massachusetts, California, or New Jersey may benefit more from an investment in Mississippi’s research universities than Mississippi does” (39). All of these findings suggest that the effect of establishing a research university in areas without a preexisting innovation cluster and without the “right” industrial composition may be small.

The results obtained by Lee (2018) and Bonander et al. (2016) differ from those of Liu (2015), who documents long-lasting spillovers on manufacturing productivity following the establishment of land-grant colleges in the late 19th century. There are three plausible explanations for these differing conclusions. First, in contrast to the market for higher education in the late 19th century, today this market is extremely saturated. There are hundreds of universities in the United States competing for new students every year and accreditation is difficult to obtain. Second, in contrast to the late 19th century, geographic mobility is much higher today (Ferrie 1997). Third, as previously mentioned, agglomeration forces play a far more important role in the modern innovation industry than they do in manufacturing. Attracting high-skilled workers and high-tech start-ups to Merced, for example, might be a difficult task in today’s economy due to the advantages that areas with preexisting clusters already provide.

Overall, the current literature suggests that establishing a new university in the 21st century is not sufficient to generate a self-sustaining cluster. Nevertheless, once a cluster has started, a university can play a key role in fostering it by becoming part of a larger ecosystem and spilling knowledge to nearby firms.

The Proposal

Based on these three main findings, we propose that instead of establishing new research universities, lagging communities should focus on transferring productivity-enhancing knowledge to their local employers from existing research universities located near their regions. Such knowledge could increase the productivity of firms in these communities and eventually lead to an increase in the demand for local human capital, a key determinant of economic prosperity.
To help lagging communities transfer knowledge from universities to their local firms, we propose a regionally focused expansion of the MEP program (described in box 1). Targeting left-behind regions where joblessness has been particularly pronounced—and employment responses to increases in labor demand may be more elastic (Austin, Glaeser, and Summers, forthcoming)—could raise the effectiveness of our proposed MEP expansion. In order to receive the targeted employment area designation, a location must experience an employment-to-population ratio in the bottom 20 percent of U.S. counties, averaged over the previous five years.

The U.S. Department of Commerce would solicit applications from postsecondary institutions and from state or local governments applying either on behalf of their postsecondary institutions or for the purpose of establishing MEP branch offices in targeted areas. These applications would be competitively evaluated on the basis of the following criteria: the potential to support economic activity in depressed areas, the degree of coordination planned between universities and MEP regional centers, and (relatedly) the extent to which the applicants plan to feature universities and university basic research at the center of their activities.

On the research side of the partnership, the Department of Commerce grants would support work conducted at research universities that has the potential to enhance economic activity in targeted areas. The universities themselves would not need to be located in targeted areas.

On the business side of the partnership, the Department of Commerce grants would be available to fund a combination of discounted MEP services for businesses operating in those areas and establishment of new MEP branch offices in these communities. These offices would help local businesses to benefit from the work being done on (potentially distant) university campuses.

We advocate a change of focus for the modified MEP, shifting toward a role as knowledge diffusers of breakthrough university research. While applied and demand-driven services can benefit local firms in the short run, the transfer of university tacit knowledge related to more basic research is likely to yield longer-term and more-significant increases in firm productivity. This redirected focus requires that research universities, whose mission includes the creation and dissemination of knowledge, reposition themselves at the center of MEP partnerships.

Even though we can find examples of MEP centers where universities already play a major role in knowledge transfer, more often centers simply ask faculty at nearby universities for demand-driven one-time solutions.
BOX 1.
The Manufacturing Extension Partnership

Initiatives focusing on outreach and knowledge diffusion from universities to the local private sector have been in place since the early 20th century and provide a model of what could be done for the digital economy of the 21st century. Seaman Knapp, the founder of the agricultural extension movement in the United States, captured the importance of outreach and demonstration itself on successful knowledge diffusion: “What a man hears, he may doubt; what he sees, he may possibly doubt; but what he does himself, he cannot doubt” (Knapp quoted in Sanders 2010).

An example of a current outreach initiative is manufacturing extension, which seeks to improve the productivity of small- and medium-size manufacturing firms. While there have been many such extension initiatives, the MEP, created in 1988, has proven particularly successful at providing information on modern production techniques to local manufacturing firms. The MEP program focuses on the diffusion and adoption of new knowledge and technology among small- and medium-size manufacturing firms.

The MEP is a national network administered by the National Institute of Standards and Technology of the U.S. Department of Commerce. The network includes MEP centers in all 50 states and Puerto Rico, with these centers often having multiple affiliate offices within a state. Each center is a public–private partnership structured either as a separate nonprofit corporation or as part of existing organizations such as state agencies, economic development groups, or universities. Centers are funded by a combination of contributions from federal, state, and local governments, as well as industry contributions and fees generated from the services provided to client firms.

Each MEP center works directly with local manufacturing firms to provide face-to-face, individually-tailored technical and business assistance. Services range from expert advice on process improvements and applications of information technology, to employee training and marketing. Additionally, centers inform local firms of recent innovations and breakthroughs generated
in public entities such as universities or other government laboratories, and help client firms adopt these new technologies.

While some services are provided by in-house staff, centers often act as hubs for manufacturers, connecting them with private consultants, trade associations, faculty and scientists at local universities and other research laboratories, government agencies, and many other entities that seek to help clients become more productive in an increasingly competitive international marketplace. Client services are often provided for subsidized fees.

(Box 2 describes notable examples of existing public–private partnerships centered around universities.) Long-lasting center–university partnerships where universities work with centers to share frontier knowledge with local firms are likely to yield significantly higher returns. In order to encourage these relationships, we propose that the expansion includes grants to fund doctoral or postdoctoral students who would work through MEP regional centers to translate the basic research undertaken at the university and find practical applications for such research in firms in struggling communities.

Unlike the current MEP, our proposal would encompass a broad array of academic fields and industrial sectors. Any academic work that is useful for private economic activity would be within the scope of the proposal. For example, a business school with faculty conducting research on management practices would be able to share its work with firms, as would engineering and physics faculty researching new materials science.

However, university knowledge spillovers tend to be concentrated in industries that rely more heavily on innovation and technical training. A common feature of firms in these industries is their reliance on the collection and processing of new data. Therefore, we propose that data science methods—a new general purpose technology that is emerging due to dramatic cost reductions in the collection, storage, and processing of data—be a natural focus of our proposal. In particular, firms in lagging areas can apply data science knowledge to smart manufacturing. Universities have substantial data expertise across a wide range of disciplines and are well poised to lead the charge in transferring this knowledge to local firms through regional MEP centers.

Universities require large fixed costs and establishing a leading research university in a crowded higher education market can take many decades.
BOX 2.
University-Centered Public–Private Partnerships

A notable example is the collaboration between the Georgia Institute of Technology and the Georgia Manufacturing Extension Partnership. Examples of other successful university-centered partnerships outside the scope of MEP regional centers include the University of Southern California’s role in the Advanced Manufacturing Partnership for Southern California (AMP SoCal).

AMP SoCal deserves particular attention, and we view its structure as a model for our proposal. AMP SoCal is a collaboration of government, academia, and industry that aims to strengthen the industrial ecosystem for aerospace and defense (A&D) manufacturers in Southern California. Importantly for our proposal, the University of Southern California leads the AMP SoCal effort through its Center for Economic Development.

In contrast to a relationship that is focused solely on demand-driven one-time solutions, AMP SoCal seeks to engender a long-lasting collaborative partnership with the goal of transforming Southern California’s industrial ecosystem. For instance, in addition to red carpet services that deliver business assistance ranging from training resources to consulting services, AMP SoCal assembles innovation forums and workshops for the A&D industry in Southern California. These workshops seek to increase interactions between universities involved in AMP SoCal and innovators at small- and medium-size manufacturing firms. At the workshops, university leaders inform A&D firms of federal R&D funding opportunities as well as the newest available productivity-enhancing technologies.

Additionally, as mentioned above, the main benefit to a local economy from a research university arises from knowledge spillovers of frontier research conducted at the university. Our proposal is based on the idea that a focus on university knowledge diffusion, as opposed to the creation of a new higher education institution, would be a far more cost-effective way of transferring knowledge to firms in lagging communities.

The transfer of tacit knowledge from universities to local industries is an important channel through which policymakers can pursue local economic
development. While policymakers and scholars have focused on more-formal channels of technology transfer such as patenting, licensing, and the commercialization of university inventions, the role of knowledge-related collaboration between academic researchers and nonacademic entities has been largely ignored (Perkmann et al. 2013).

This collaboration can be particularly valuable given that universities have a comparative advantage in basic research, with firms’ comparative advantage in applied research. Moreover, effective collaboration in formal technology transfer can be difficult given that the primary motivation for academic scientists to work with industry is often to further their own research agendas rather than to commercialize their knowledge (D’Este and Perkmann 2011). For instance, engagement with industry allows faculty members to gain access to new research ideas, data, and funding (Boardman and Ponomariov 2009).

From the firm perspective, informal technology transfer is often far more valuable to their R&D success than other forms of codified knowledge. Analyzing data from the Carnegie Mellon Survey on industrial R&D, Cohen, Nelson, and Walsh (2002) find that the key channels through which useful information moves from universities to industrial R&D facilities include published papers and reports, public conferences, meetings, consulting services, and informal information exchange. The absence of patents and other intellectual property from this list could be partially due to the fact that informal technology transfer is largely insulated from these collaboration barriers, whereas formal technology transfer channels may lead to conflicts over intellectual property between universities and private firms.

In the aftermath of the Bayh-Dole Act, many universities established a technology transfer office that supports the commercialization of university inventions and facilitates the licensing of intellectual property to private firms (Siegel, Waldman, and Link 2003). Although the presence of formal technology transfer structures is positively related to commercialization, these mechanisms have been less adept at fostering informal technology transfer (Perkmann et al. 2013). Therefore, whereas previous policies have sought to assign direct entrepreneurial responsibilities to universities, we view the transfer of tacit knowledge to local firms as a more promising local economic development tool and one that is more consistent with the comparative advantage of universities.

Knowledge diffusion from universities to firms in lagging communities that do not have a research university is not easy. This proposal has emphasized the highly localized nature of university knowledge spillovers.
that often depend on face-to-face interaction and the human factor for the transmission of tacit knowledge. Fortunately, these challenges have long been recognized by policymakers.

**EVIDENCE ON MANUFACTURING EXTENSION SERVICES**

Recent research shows expanding manufacturing extension in this way could be a promising place-based policy. Bartik (2018) examines the success of various public policies aimed at revitalizing manufacturing-intensive communities that have been left behind by technological advancement and globalization. The author concludes that while wage subsidies, business tax cuts, and other business tax incentives are relatively expensive per job created, high-quality customized services such as manufacturing extension initiatives—aimed at increasing the productivity of existing firms—have proven more successful.

Bartik (2018) provides compelling evidence from the literature that manufacturing extension services have been successful at increasing the productivity of client firms. For instance, Jarmin (1999) estimates the impact of manufacturing extension on firm productivity. Matching data from eight manufacturing extension centers in two states to plant-level data from the U.S. Census Bureau’s Longitudinal Research Database, the author finds that manufacturing extension clients enjoyed between 3.4 percent and 16 percent higher growth in labor productivity between 1987 and 1992 than similar non-client firms.

According to Bartik (2018), these estimates suggest that manufacturing extension services would be at least five times more cost-effective than other policies such as business tax incentives in inducing firms to create, expand, and retain jobs in a location. While there is no silver bullet for local economic development, the success of previous manufacturing extension initiatives, as well as the documented importance of university tacit knowledge to firm productivity, make our proposal an appealing and cost-effective way of helping revitalize lagging communities.

**EVALUATING THE PROPOSAL**

We believe that accountability and continuous program monitoring are keys to the success of our proposal. Therefore, we propose that a rigorous program evaluation be built into the MEP expansion. Successful program evaluation must address two main challenges.

First, it is necessary to accurately and empirically measure outcomes of interest at the firm level. We propose using firm-level wages and total
employment as the outcomes of interest. Matching worker–firm data such as from the Longitudinal Employer–Household Dynamics (LEHD) program to data collected by regional MEP centers on client firms can be used to track the impacts of the program. Restricted-use LEHD data includes job-level quarterly earnings history data, person-level demographic data, establishment-level firm characteristics, and establishment-level Quarterly Workforce Indicators such as employment, job creation, earnings, and other measures of employment flows. Tracking these variables would be valuable for understanding the full range of impacts of the proposal.

Second, it is necessary to compare the productivity of participant firms to the productivity of comparable nonparticipants. Random assignment of targeted manufacturing extension services would yield the most reliable results. We propose that the expansion of extension services be first rolled out on a small scale and in a conditionally randomly assigned manner. Conditional on being in one of the lagging communities that this proposal seeks to help revitalize, firms treated by the program expansion should be randomly selected at first. While this means that some firms in need of help would not initially receive extension services, random assignment would ensure that our program evaluation captures the causal effect of the expansion by comparing treated firms to carefully selected control firms. Furthermore, this initial evaluation would give policymakers information about whether the program is achieving its intended goals before dramatically expanding it.

Questions and Concerns

1. Will increased productivity of firms in lagging communities have benefits for residents?

Expanding the role of university extension is intended to raise the productivity of firms in lagging communities. In turn, this increased productivity will benefit local residents (Hornbeck and Moretti 2018). Hornbeck and Moretti conclude that increases in an area’s productivity gains in manufacturing lead to substantial local increases in employment and average earnings. Furthermore, the authors document a decrease in local inequality: increases in productivity raise the earnings of local less-skilled workers more than the earnings of relatively higher-skilled local workers. The differential effect on earnings is partially due to the lower geographic mobility of less-skilled workers. Based on these findings, we expect that our extension proposal might disproportionately benefit less-skilled workers in lagging communities who are less geographically mobile.
2. What effects would your proposal have at the national level?

The discussion in this chapter has focused on the effects of an expansion in higher education on a regional labor market. Efficiency of these policies from the point of view of the aggregate economy is far more complicated and is outside the scope of this chapter. However, one must consider whether an expansion in manufacturing extension services to less-productive areas could be detrimental to the nation as a whole. For instance, since high-skilled people achieve their greatest productivity when working near similarly productive and skilled people, even if a place-based extension policy were successful at bringing a cluster of firms to a lagging community, aggregate productivity could be lower as a result. Even in that scenario, the policy could be desirable if policymakers have a sufficiently strong preference for supporting economic activity in distressed places.

3. The policy proposal focuses on research universities, but is there a role for other segments of the higher education system?

Left-behind communities often experience skills gaps in industries such as manufacturing. Expanding access to vocational training and apprenticeship programs to workers from disadvantaged backgrounds through community colleges could thus prove beneficial for local economic development, considering that individuals in this group have lower rates of geographic mobility.

For instance, sector-based vocational training programs have been found to be successful at raising the employment rates and wages of participants (McConnell, Perez-Johnson, and Berk 2014). These programs focus on a particular industry (e.g., manufacturing) and bring together training providers (e.g., community colleges) and employers with the goal of developing training programs tailored to specific job opportunities. The program uses data collected from employers in order to identify the skills that employers need.

Evaluations of sector-based training programs have yielded positive results. In an in-depth study of the impact of three sector-based training programs, Maguire et al. (2010) estimate that participants earned roughly 18 percent more over the two years after they participated in the program than similar workers who did not enroll in the program. Similarly, participants were significantly more likely to find employment and obtain higher-wage jobs than similar nonparticipants. While these results are encouraging, understanding whether training programs through community colleges and other technical schools could result in broad-based regional economic development represents an important question for future research.
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Endnotes

1. Nunn, Parsons, and Shambaugh (2018) also document this relationship earlier in this volume. This relationship has also been shown to hold at the metropolitan area level (Berry and Glaeser 2005).
2. These studies typically find that each additional year of education leads to roughly an 8 percent increase in earnings.
3. It is important to note that while there may not be a statistically significant relationship between an area’s production and stock of human capital due to the role of migration in the market for high-skilled individuals, it has been shown that opening new two- and four-year colleges in a county does lead to an increase in college attendance among that county’s residents (Currie and Moretti 2003).
4. According to Glaeser, “A wealth of research confirms the importance of face-to-face contact. One experiment performed by two researchers at the University of Michigan challenged groups of six students to play a game in which everyone could earn money by cooperating. One set of groups met for ten minutes face-to-face to discuss strategy before playing. Another set of groups had thirty minutes for electronic interaction. The groups that met in person cooperated well and earned more money. The groups that had only connected electronically fell apart, as members put their personal gains ahead of the group’s needs. This finding resonates well with many other experiments, which have shown that face-to-face contact leads to more trust, generosity, and cooperation than any other sort of interaction” (Glaeser 2012, 34–35).
5. Studies of agglomeration spillovers in manufacturing have similarly found that the magnitude of the spillover is related to input and output linkages as well as the pooling of labor markets (Ellison, Glaeser, and Kerr 2010; Greenstone, Hornbeck, and Moretti 2010).
6. Similarly, Bonander et al. (2016) find small or no effects on the regional economy of granting research university status to three former university colleges in Sweden in 1999. Specifically, just as with the establishment of the University of California, Merced, the authors find robust evidence that the transition to research university status increased both the number of awarded doctoral degrees and the number of professors in the region. However, they find no evidence that the intervention had an effect on outcomes such as local patent applications, firm start-ups, regional GDP per capita, or employee compensation during the 13-year follow-up period.
7. Similarly, Moretti (2004) shows that areas that received land-grant colleges in the late 19th century continue to have more-educated workforces to this day.
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Development Economics Meets the Challenges of Lagging U.S. Areas
Applications to Education, Health and Nutrition, Behavior, and Infrastructure

Stephen C. Smith, The George Washington University

Abstract

This chapter examines the development economics evidence base for insights into policy reforms that would benefit struggling areas in the United States. My focus is on improving education, physical and mental health, infrastructure, and institutions. First, consistent with findings on education policy effectiveness, I propose raising the legal minimum dropout age (prospectively to 19), providing better information about the benefits of completing high school, supporting targeted paraprofessional tutoring, and providing family financial incentives for attending school and graduating from high school. Second, to improve health outcomes in struggling areas, the focus is using and building on existing effective health and nutrition programs and services, identifying ways to include more families who are eligible for but not participating in these programs. Moreover, the recent development and behavioral economics evidence base has extended our understanding of the psychological, cognitive, and economic behavioral lives of the poor; the literature highlights the ways that poverty can impede cognitive functioning, with implications for policies to uplift lagging U.S. areas. Third, a review of evidence on the benefits of improving lagging rural and urban area transportation infrastructure points to the likely benefits of improved connectivity for lagging U.S. areas: reversing the legacy of past discriminatory policies, encouraging sector-based clusters, and extending access to high-speed internet. Finally, the chapter highlights the relevance of some cross-cutting themes in development economics, including the high returns to reliable household microdata and the importance of improving institutions to enable more inclusive, substantial, and lasting progress.
Introduction

The United States has an urgent need to design and implement effective economic development policies for chronically lagging and struggling areas. Large parts of the country (including many rural areas), a number of recently declining suburban areas, and many inner cities all fall within this category due to their relatively low average incomes and lagging social indicators.

Development economics research has made substantial progress in the past two decades, with innovative analysis and a growing rigorous evidence base. The field has proceeded almost independently from the U.S. economic policy analysis literature, but it is often relevant to the United States in its ways of framing and analyzing evidence and institutions. In this proposal, research findings from the development economics literature are brought to bear on U.S. policy problems.

Sustained catch-up by lagging areas depends on building human capital for the rising generation. This proposal emphasizes that much can be accomplished by first delivering on already-available schooling, and encouraging greater participation in programs of assistance for basic nutrition and health.

I begin by addressing challenges and findings for improving education in lagging areas. A central focus for basic education is to drastically reduce the high school dropout rate, reaching a much higher graduation rate while improving school attendance and learning (figure 1). Consistent with findings on program effectiveness in the development economics literature, this chapter focuses on the high potential benefits of a four-pronged approach: (1) raising the legal minimum dropout age to age 19; (2) carrying out programs to provide better information about the benefits of staying in school and completing high school; (3) supporting systematic targeted paraprofessional tutoring; and (4) providing family financial incentives to stay in school and to graduate from high school.

The next section addresses challenges and findings for improving health outcomes, particularly for youths, in lagging areas. It focuses on basic health and nutrition, identifying ways to include many more families in lagging areas who are already eligible but are currently underusing—or not using—effective programs and services available to them, including the Supplemental Nutrition Assistance Program (SNAP; formerly Food Stamps), the Special Supplemental Nutrition Program for Women, Infants, and Children (WIC), the Children’s Health Insurance Program (CHIP), and Medicaid. The developing country evidence base makes clear that
under a wide variety of circumstances and settings, participation in health and nutrition activities for children can be effectively incentivized with conditional cash transfers (CCTs) or cash-plus (transfers plus counseling and connections to services), along with improved information and focused attention to special circumstances of minority populations. Accordingly—while acknowledging the need for expanded eligibility cutoffs as well as additional health and nutrition programs—the paper focuses on encouraging the widest possible use of programs such as SNAP and Medicaid among eligible families who do not participate for various reasons.

This section also examines the recent development economics research on the cognitive burden and mental health problems of the poor, and potential implications and applications for policy. Research shows poverty can impede cognitive functioning, from attention and self-discipline to depression and anxiety. Policy and programs can take account of the cognitive tax of poverty, though—from simplifying forms and establishing advantageous timing for enrollments and other decisions, to providing reminders and offering self-commitment devices.
The next section turns to evidence on the benefits of improving lagging rural and urban area transportation infrastructure, pointing to the need for research on improved connectivity for lagging U.S. areas. The potential role of encouraging sector-based clusters is another proposed research priority. Following the development literature, attention should be paid to coordination problems and the complementarity between public and private investments. It is also important to extend high-speed internet to more homes in lagging areas.

The last section addresses two major, cross-cutting themes in development economics: the high returns to the collection and dissemination of complete, detailed, reliable micro data, and the importance of improving institutions to enable more-inclusive, more-substantial, and longer-lasting progress. Development economics research has emphasized deep-rooted, chronic policy implementation problems; an overarching theme is the quality of institutions, particularly the extent to which they are inclusive or extractive, and the roots of inequality. Findings on institutional quality are reviewed for insights into improving national capacity to substantially and sustainably lift our lagging regions, and perhaps to make more economic and social progress nationally.

The policy recommendations in this chapter have strong individual value, but would be best evaluated and considered together as a mutually reinforcing and integrated package. However, it is important to acknowledge that findings from developing country contexts and locations were obtained in a particular local context, and may not always have direct relevance for U.S. programs. Instead, I argue that the research often indicates important questions for further study in the United States, and provides useful stimulus for new ways of thinking about addressing our own challenges. In each case I propose experiments to determine what program approaches and implementations are likely to work best.

Improving Secondary Education Outcomes

Sustained catch-up by lagging areas depends on the rising generation. Compared with other developed countries, one of the glaring problems for the United States is the fraction of young people who do not complete high school. A high school diploma can be a lifeline for those who would otherwise not complete high school, leading to a significantly higher likelihood of stable employment, a healthier and longer life, a family, and a better chance to stay out of prison. To achieve this better life, strong financial and compulsory education incentives, improved information
about the benefits of education, targeted tutoring as needed, and packaged financial incentives proposals are foundational.

This section discusses some key challenges, examines what we can learn from the development economics literature evidence base on schooling and nutrition, and then draws on that literature to develop policy proposals and policy research priorities.

I propose an integrated package for finishing high school based on evidence from development economics research: raising the legal minimum dropout age to 19; providing specific, useful, and easily understandable information about the financial and other benefits of graduating from high school; systematically targeting special tutoring; and packaging financial incentives proposals. Because conditions differ across lagging areas, there is no single solution, but development economics research suggests that solutions can be found even in the most difficult of circumstances.

ACHIEVING LARGE REDUCTIONS IN THE HIGH SCHOOL DROPOUT RATE AND IMPROVING LEARNING

A recent OECD report on high-school graduation rates ranked the United States a dismal 21st among the 26 countries examined. In the United States the dropout rate is higher than average in inner cities and in lagging counties, and higher for black and Hispanic students than for white students (see table 1).

In developing countries school dropout is generally understood to result from one or more demand and supply-side factors. Families face financial constraints that can mean an inability to afford school costs, if

### TABLE 1.

Dropout Rates, by Gender and Race

<table>
<thead>
<tr>
<th>Year</th>
<th>Female</th>
<th>Male</th>
<th>Female</th>
<th>Male</th>
<th>Female</th>
<th>Male</th>
<th>Female</th>
<th>Male</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>6.3</td>
<td>5.0</td>
<td>6.4</td>
<td>9.9</td>
<td>5.4</td>
<td>4.1</td>
<td>6.5</td>
<td>8.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>7.1</td>
<td>5.7</td>
<td>7.1</td>
<td>11.8</td>
<td>5.9</td>
<td>4.8</td>
<td>7.7</td>
<td>9.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>7.2</td>
<td>5.5</td>
<td>8.2</td>
<td>12.6</td>
<td>6.3</td>
<td>4.7</td>
<td>6.6</td>
<td>10.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>7.3</td>
<td>4.8</td>
<td>8.1</td>
<td>13.9</td>
<td>5.9</td>
<td>3.8</td>
<td>7.0</td>
<td>11.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>7.7</td>
<td>5.4</td>
<td>8.3</td>
<td>14.6</td>
<td>6.5</td>
<td>4.6</td>
<td>6.4</td>
<td>12.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>8.5</td>
<td>5.9</td>
<td>9.5</td>
<td>17.3</td>
<td>6.3</td>
<td>4.2</td>
<td>6.7</td>
<td>12.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: NCES 2017b.

Note: The dropout rates shown are status dropout rates, which represent the percentage of 16- to 24-year-olds who are not enrolled in school and who have not completed a high school program, regardless of when they left school.
not the necessity of child labor. Children, especially girls, have household responsibilities that interfere with schooling, such as caring for younger siblings and collecting water. In addition, households’ perceived returns of schooling can be below actual labor market returns. On the supply side, there are often no accessible and nearby schools. Moreover, the quality of education is often poor, either due to limited teaching ability of instructors or to high rates of teacher absenteeism from class.

In the United States schooling is compulsory until at least age 16, although 30 states have higher minimums, with a high of 19 in Texas and 18 in California and several other states (National Center of Education Statistics [NCES] 2018). In many developing countries the minimum school-leaving age is lower, although there are important exceptions—the age is 17 in Brazil and 18 in Mexico.

Before reviewing the evidence, it should be emphasized that it is not necessarily straightforward to infer the causal impact of attendance laws on graduation rates. A key reason is that policy is endogenous: for example, states particularly worried about their dropout rates, such as West Virginia and Mississippi, might raise their minimum dropout age to 17, while states

![Relation between Minimum School-leaving Age and High School Graduation Rates](source: NCES 2017a, 2018.

Note: Graduation rates are adjusted cohort graduation rates, which represent the share of students within a cohort that graduate in four years with a regular high school diploma. This cohort is adjusted both to include students who transfer in during subsequent years and to exclude students who leave the cohort for acceptable reasons. The boxes span the 25th and 75th percentile of the graduation rates by minimum school-leaving age, while the thick horizontal lines indicate the median. The vertical lines represent the full range of the data. There is only one state (Texas) whose minimum school-leaving age is 19.
with high graduation rates such as Indiana, Iowa, and Massachusetts, might perceive no pressing need to raise the minimum above their traditional age 16.

Indeed, figure 2 shows a positive but statistically insignificant pattern in the relation between U.S. state minimum school-leaving ages and high school graduation rates. What such statistical associations cannot show is what the graduation rates—or attendance rates pregraduation—would have looked like in the absence of these laws, nor why these laws were passed in the first place. Controlling for other variables in a standard regression framework is helpful, but does not address the basic statistical problem: policy reflects the conditions under which it was formulated.

The recent evidence from developing countries supports the conclusion (as do findings from some developed countries; see table 2 and box 1) that compulsory schooling laws play a significant role not only in increasing attendance, but also in graduation rates. These laws also lead to a wide range of other positive individual and social benefits.

Studies from developing countries on compulsory schooling can be divided into two categories. The first examines the direct impact of minimum dropout policy on schooling outcomes. The second investigates impacts on nonschool outcomes, including crime, fertility, domestic violence, happiness, and well-being.

**Impacts on Educational Attainment**

Caner et al. (2016) examine the impacts of Turkey’s Compulsory Schooling Law (CSL), which raised the compulsory years of schooling of those born after 1986 from five to eight years of schooling. The authors use the variation in exposure to the CSL across cohorts (i.e., students born later were required to attend more years of schooling) and estimated that the dropout rate through eight years of the postreform cohorts were 25–30 percentage points lower than the dropout rates of prereform cohorts. Similarly, Kırdar, Dayioğlu, and Koç (2015) find Turkey’s CSL policy had large spillover effects on postcompulsory schooling; it also equalized educational attainment of urban and rural children. In particular, they estimate that completed years of schooling (by age 17) increased by 1.5 years for rural women. Furthermore, the urban–rural gap in the completed years of schooling at age 17 fell by 0.5 years for men and by 0.7 to 0.8 years for women.

Evidence similar to the results from Turkey has been found for China, where a nine-year compulsory education policy was introduced in 1986. Fang et al. (2012) use the difference in timing of implementation of the policy across
## TABLE 2.
OECD Compulsory Schooling Requirements and Graduation Rates

<table>
<thead>
<tr>
<th>Country</th>
<th>Minimum Age</th>
<th>Compulsory Education Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>15</td>
<td>It is mandatory for pupils in Austria to complete nine years of school: four years in elementary school, four years in a school for lower secondary education or grammar school, and one year of upper secondary schooling. Students start primary school at age 6, so the minimum age is 15.</td>
</tr>
<tr>
<td>Canada</td>
<td>16 (18 in few provinces)</td>
<td>Education is compulsory up to the age of 16 in every province in Canada except for Manitoba, Ontario, and New Brunswick, where the compulsory age is 18, or as soon as a high school diploma has been achieved.</td>
</tr>
<tr>
<td>Chile</td>
<td>17</td>
<td>Primary (6–13) and secondary schooling (14–17) is compulsory.</td>
</tr>
<tr>
<td>Denmark</td>
<td>16</td>
<td>Education is compulsory for children below age 15 or 16, but it is not necessary to attend public school.</td>
</tr>
<tr>
<td>Finland</td>
<td>16</td>
<td>Nine years of basic schooling in a comprehensive school (7–16 years).</td>
</tr>
<tr>
<td>Germany</td>
<td>16</td>
<td>Children aged three to six may attend kindergarten. After that, school is compulsory for nine or ten years.</td>
</tr>
<tr>
<td>Hungary</td>
<td>16</td>
<td>All children in Hungary from age 6 to 16 are obliged to attend compulsory education.</td>
</tr>
<tr>
<td>Israel</td>
<td>18</td>
<td>Compulsory education from kindergarten through 12th grade. Minimum age: 18 years.</td>
</tr>
<tr>
<td>Korea</td>
<td>15</td>
<td>Primary and middle school is compulsory. Minimum age: 15 years.</td>
</tr>
<tr>
<td>Italy</td>
<td>15</td>
<td>Education in Italy is compulsory from 6 to 16 years of age.</td>
</tr>
<tr>
<td>Japan</td>
<td>15</td>
<td>Nine years of basic compulsory education.</td>
</tr>
<tr>
<td>Latvia</td>
<td>16</td>
<td>General basic education. Minimum age: 16 years.</td>
</tr>
<tr>
<td>Netherlands</td>
<td>18</td>
<td>Compulsory schooling (5–18 years). Minimum age: 18 years.</td>
</tr>
<tr>
<td>New Zealand</td>
<td>16</td>
<td>Schooling is compulsory from age 6 to 16. Minimum age: 16 years.</td>
</tr>
<tr>
<td>Poland</td>
<td>17</td>
<td>Nine years of basic education. Starting age was seven years but was raised to eight years through a recent amendment. Minimum age: 17 years.</td>
</tr>
<tr>
<td>Portugal</td>
<td>18</td>
<td>Education in Portugal is free and compulsory until the age of 18, when students complete the 12th grade.</td>
</tr>
<tr>
<td>USA</td>
<td>16 (with limited exceptions)</td>
<td></td>
</tr>
</tbody>
</table>

OECD average 86

provinces to estimate impacts on educational attainment. Their results indicated that the law raised overall educational attainment in China by about 0.8 years of schooling. Xiao and Zhao (2017) conclude that exposure to the law was positively associated not only with individual educational attainment, but also with cognitive achievement in early adulthood. The laws also had a sustained long-run impact, given that the reform had a positive effect on educational attainment even in postcompulsory school years.²

In Taiwan the compulsory education requirement was increased in 1968 from six to nine years. Using this reform as a natural experiment, Sphor (2003) identified an upward shift relative to preexisting trends of more than 0.4 years of education for males and 0.25 years for females in the first six cohorts affected by the newly compulsory junior high schooling.

**Impacts on Non-Schooling Outcomes**

Research on increasing compulsory schooling requirements in developing countries has found substantial impacts on several outcomes aside from educational attainment. Güneş (2016) used variation in the exposure to Turkey’s CSL across cohorts and across provinces, finding that primary school completion (eight years) caused a reduction in teenage fertility by 0.37 births and the incidence of teenage childbearing by approximately 28 percentage points. The results of the paper show that female education had heterogeneous effects, reducing teenage fertility more in provinces with lower population density and a higher share of agricultural activity. Güneş also finds positive impacts on child health. Research on the effect of increased compulsory education in Taiwan find that it led to a substantial reduction in child mortality (Chao et al. 2010).

Özer, Fidrmuc, and Eryurt (2017) estimate the impact of maternal education on childhood immunization, using differences in Turkey’s CSL implementation across regions as instruments for schooling of mothers in Turkey. Their results show that additional schooling for mothers increased the probability of completing the full course of DPT and Hepatitis B vaccinations for their children. They also find that education increased women’s age at first marriage and birth, while significantly affecting women’s tendency to oppose spousal violence against women and gender discrimination. However, Erten and Keskin (2018) find that increased education among rural women led to an increase in self-reported experience of psychological violence and financial control behavior, but no changes in physical violence, partner characteristics, or women’s attitudes toward such violence.
Evidence from Advanced Economies

In the United States compulsory schooling laws have been found to positively influence a range of outcomes, including progress through high school, wealth, health, probability of voting, criminal behavior, life satisfaction, fertility, and education of offspring (e.g., Hjalmarsson, Holmlund, and Lindquist 2015; Lochner and Moretti 2004; Moussa 2017; Oreopoulos 2007).

In a recent study using student-level administrative data from New York City Public Schools, Moussa (2017) finds that an additional year of compulsory attendance increases the probability of progressing to 11th and 12th grades by 9 to 12 percent, and the probability of graduating from high school by 9 to 14 percent. The study focuses on 9th- and 10th-grade cohorts and exploits the interaction between the school start-age cutoff and compulsory attendance age requirement to identify the effect of compulsory schooling.

Lochner and Moretti (2004) estimate the effect of education on participation in criminal activity using changes in state compulsory schooling laws over time, finding that schooling significantly reduces the probability of arrest and incarceration. Moreover, the authors estimate net social savings from crime reduction among men associated with high school graduation at approximately 14 to 26 percent of the private returns to students. These findings are confirmed by Bell and Machin (2016), who find strong and consistent negative effects on crime from stricter compulsory schooling laws.

Hjalmarsson, Holmlund and Lindquist (2015) examine the causal effect of educational attainment on conviction and incarceration using Sweden’s compulsory schooling reform as an instrument for years of schooling, and find a significant negative effect of schooling on male convictions and incarceration; an additional year of schooling was estimated to decrease the likelihood of conviction by 6.7 percent and incarceration by 15.5 percent.

Oreopoulos (2007) uses changes in minimum school-leaving age laws in Britain, Canada, Ireland, and the United States as
natural experiments to estimate lifetime gains to remaining in school for students who would otherwise drop out. He concludes, “Lifetime wealth increases by about 15 percent with an extra year of compulsory schooling” (2213). He also finds that an extra year of compulsory schooling improves health outcomes, self-reported life satisfaction, and happiness. His results suggest that, at the time they drop out, adolescents are ignoring or heavily discounting the future consequences. Although gains are large for those affected, and laws are worthwhile for this outcome alone, Oreopoulos finds that a majority of dropouts are not affected due to a lack of enforcement.

In Argentina a 1993 law implemented an increase in the minimum compulsory schooling period from seven to ten years. Exploiting the staggered implementation of the law, Alzúa and Velázquez (2017) find a negative effect of education on teenage fertility rates, operating through two complementary channels: a human capital effect (one additional year of schooling causes a decline of 30 births per 1,000 women), and a weaker effect of current enrollment (a 1 percentage point – rise in the enrollment rate leads to 3 fewer births per 1,000 women).

**The Policy Approach**

- **Raise the minimum age** for those not yet having completed schooling for compulsory school attendance. Because compliance is likely to be a continued problem (Oreopoulos 2007; Whitehurst and Whitfield 2012), raising the mandatory schooling age would be complementary with the other initiatives for enhanced incentives and information recommended in the following sections. These include a combination of financial initiatives (such as conditional cash transfers), informational interventions (improved information on the returns to schooling), and perhaps appropriate nudges, in addition to expanded efforts to improve the equality of schooling. Increased attention in U.S. education policy to combatting chronic absenteeism over the last decade may be an effective complement to raising school age laws, reducing some of the noncompliance concerns.

Care must be taken when monitoring the implementation of truancy enforcement to ensure that it is not done in a discriminatory manner. There have been allegations that the Dallas Independent School District has enforced Texas’s currently unique dropout age of 19 years more stringently.
for African American youths, and that this created a differential pipeline into the criminal justice system. However, if implemented appropriately, the increased policy focus on lowering chronic absenteeism—as discussed in Bauer et al. (2018)—is likely to enhance the effectiveness of raising the minimum age for compulsory school attendance.

**ACTIVELY SHARING SPECIFIC INFORMATION ON BENEFITS OF SCHOOLING WITH STUDENTS AND FAMILIES**

With imperfect information, research suggests that students and/or parents could systematically underestimate the returns to education, or discount these returns in response to uncertainty they have about these returns and what they mean for them. This might matter for students’ decisions about dropping out and the hours they spend studying.

In the United States today there is much more segregation by income and education than in the past, such that students from a poorly educated family are now less likely to come into contact with highly educated families (Putnam 2015). Accordingly, some students and families might have a greater need for information about postsecondary options.

In addition to encouraging more time in school and preventing students from dropping out, programs to improve information for students and parents about the returns to schooling may incentivize students to learn more in school, and parents to support and push students to do so. Providing detailed and accurate information would entail expanding the collection and analysis of data about specific benefits of schooling, for the purpose of publicizing and sharing the most relevant information directly with students and families.

The recent development economics literature includes informative studies that find that providing information about the benefits of education to students has positive impacts on the amount of time that students spend in school, as well as the amount that they learn.

Providing information to parents and students might lead to lower dropout rates. In Serbia a primary-level remedial education program was aimed at improving the attendance of students of Roma descent (a minority ethnic group). Battaglia and Lebedinski (2017) use the phased-in implementation of the program to estimate that parents from treated schools were 12.3 percentage points more likely to expect their sons to complete secondary school. These parents also increased their estimate of the return to their sons’ education by almost 9.4 percent for boys and 10 percent for girls. In Madagascar evidence from a randomized controlled trial (RCT) evaluation
showed that providing additional information on the returns to schooling resulted in a 0.2 standard deviation improvement in test scores (Nguyen 2008).

In the Dominican Republic, 8th-grade boys from randomly selected schools were provided information on returns to schooling that had been estimated from earnings data (Jensen 2010). The boys were followed for the next four years; those receiving this information completed about 0.20–0.35 more years of schooling on average. However, there was no effect for the poorest students. Jensen interprets these results as suggesting that financial limitations (or other features of poverty) are binding constraints on the school-leaving decision for the poorest students, even if there is a demand for schooling on the part of students and families.\textsuperscript{10} Consistent with this view, Kaufmann (2014) surveys Mexican students and finds that “poor individuals require higher expected returns to be induced to attend college than individuals from rich families,” even though their estimated returns are high, and that “a sizeable fraction of poor individuals would change their decision in response to a reduction in direct costs” (585–86). An implication is that credit constraints also play a significant role, though it does not address whether estimates are below actual returns.

Evidence from China tells a different story. Loyalka et al. (2013) studied an intervention for 7th graders in the Hebei and Shannxi Provinces of rural China that included 45-minute counseling sessions on earnings associated with different levels of schooling. However, the authors did not find significant effects on the dropout rate or test scores for China. They argue that students from low-quality schools, on receiving this information, concluded that spending more time on schooling would not yield higher returns. Strikingly, in a more-intensive intervention, four 45-minute career-counseling sessions were given to students. In this case, the authors find a significant negative effect on time spent in school. Their interpretation is that upon receiving additional information on entry requirements for postsecondary education, students from low-quality schools reduced their expectations or aspirations for success. It is possible that part of the difference is explained by the fact that China is not a market economy, and that there may be a wider belief that decisions are not made on the basis of merit. In any case, we should not expect uniform results in every context; this is a reason for emphasizing active experimentation.

Paying or otherwise rewarding students for performance may also lead to improvement in the accuracy of students’ estimates of returns to schooling. Sequeira, Spinnewijn, and Xu (2016) study the impact of receiving high school fellowships in India—essentially, financial recognition for schooling
effort—and estimate that receipt of an award is associated with a 0.74 standard deviation increase in the student’s perceived mean earnings of an additional year of schooling, as well as a significant decrease in the perceived variance of those earnings. Parents of fellowship students also reported higher perceived returns to education.

The Policy Approach

- Provide information on effects of schooling for junior and senior high school students, partially targeted to lagging areas. This information would cover not only expected impacts on earnings, but also other outcomes ranging from types of jobs, to life expectancy, to the estimated likelihoods of incarceration. For example, if students (and their parents) know that a high school diploma leads to a much lower risk of incarceration, this might raise their expectation of the returns to schooling. The research findings described suggest that students and parents may have erroneously low estimates of lifetime income and other benefits of schooling, and that programs providing information and encouragement for students not to drop out using concrete, specific information could be cost-effective. Some of the information may provide more motivation to parents than to some students; it is therefore desirable to make the information as salient as possible to both, and perhaps also to peers.

- Implement a systematic, funded program to provide information to lagging rural areas and inner-city parents of young children about the lifetime benefits of positive parenting, including reading to and engaging with their child.

This provision of information is related to the ongoing roles of counselors and social workers in the schools. Clearly, such initiatives would work with those most knowledgeable about the students and local context. The information interventions may be especially important to the degree that an increase in the minimum dropout age cannot be legislated, or would be incompletely enforced. They are proposed as a complement to the other recommended education programs in this chapter, including the tutoring and other incentives proposed in the following sections.

ENHANCING LEARNING THROUGH PARAPROFESSIONAL TUTORS

Students face many problems that go beyond the immediate school experience. For example, some might face poverty traps in which low aspirations lead them to make low investments in their schooling, which in
turn reinforces poverty for the next generation.\textsuperscript{13} However, there is evidence that informal tutoring systems, with ongoing monitoring and mentoring, can make a positive difference. Volunteer mentoring programs are found in many schools throughout the country. For example, the Obama administration launched its My Brother’s Keeper initiative for young women and men of color in 2014 to coordinate activities as well as increase and disseminate knowledge about what works in the mentoring field. In Chicago, guidance programs for youths had strong effects in reducing school dropout and increasing graduation rates. They also led to decreased criminal behavior, total and violent crime arrests, and readmission to youth detention (Heller et al. 2017).

Banerjee et al. (2007) report on an RCT evaluation of a program in India in which 3\textsuperscript{rd}- and 4\textsuperscript{th}-grade students who were lagging in literacy and numeracy were tutored for about two hours a day by balsakhis (children’s friends). These young people, usually women, were paraprofessionals who had finished secondary school but typically not beyond, and who lived in the same (often relatively deprived) areas as the children. In the program, an NGO (Pratham) assigned instructors to regular government schools to tutor 3\textsuperscript{rd}- and 4\textsuperscript{th}-grade students who had fallen behind. These balsakhis typically met with about 15 to 20 children in a special class during school hours for a couple of hours, teaching basic numeracy and literacy skills that students are normally expected to have learned in 1\textsuperscript{st} and 2\textsuperscript{nd} grades; instructors closely followed a curriculum developed for this purpose by the NGO. For preparation, the balsakhis attended a two-week training program at the beginning of the school year followed by regular refresher training. The program increased average test scores by a substantial amount (0.28 standard deviations after two years). The total program cost was very low, and mostly consisted of tutor pay, which was less than that of regular teachers. Results suggest the program was 12 to 16 times more cost-effective than hiring new teachers. Hundreds of thousands of students participated in this program, which was relatively easy to scale up.

Children in India also benefited from reading camps, in which trained village volunteers gave students intensive tutoring. Banerjee et al. (2010) find that children lagging in school who participated in the reading camps showed very strong improvement in reading skills.\textsuperscript{14} (In principle, this could be accomplished by a paid paraprofessional when there are insufficient available trained volunteers.)

In Bangladesh the use of large numbers of continuously trained, closely supervised paraprofessionals is a hallmark of BRAC (originally known as the Bangladesh Rural Advancement Committee), one of the most celebrated
NGOs in the world. BRAC has employed paraprofessionals in its nonformal teaching and other activities for decades (Smillie 2009; Smith 2009). In this regard, it offers another developing country model.

The Policy Approach

• Establish a paraprofessional tutor program—analogous to India’s Balsakhi Program though at a higher school level—to address a range of impediments to learning, including poverty traps caused by low aspirations. The paraprofessionals would have regular training refreshers and be closely monitored by professionals; to allay concerns over risks of abuse, interactions would all be in public spaces. Programs of this type already exist in the United States in a variety of forms; research is needed to determine what is effective and feasible, and what can be scaled up to a nationwide initiative.

• Experiment with alternative schooling arrangements, analogous to nonformal schools, such as those run by nonprofits in developing countries (e.g., BRAC, Save the Children). One possibility is to adapt India’s reading camps for conditions specific to lagging areas in the United States, altering the program to cover more-advanced subjects for high school students.

Note that the paraprofessional tutors would be a supplement—and not a substitute—for regular teachers, and could be integrated into existing programs such as Teach for America.

FINANCIAL INCENTIVES FOR AT-RISK STUDENTS AND THEIR FAMILIES

Absenteeism is a strong predictor of dropout. Chronic absenteeism (often corresponding to what is popularly known as truancy) has been described as a hidden educational crisis in the United States. The U.S. Department of Education reports that nearly 20 percent of students still enrolled in high school are chronically absent, with lagging areas such as Detroit having far higher absenteeism rates (U.S. Department of Education 2015–16). Raising minimum dropout ages, mentoring, and providing targeted information will help improve attendance and graduation rates, but for many at-risk students in lagging areas these encouragements may still be insufficient to ultimately lead to high school graduation.

Combatting chronic absenteeism has recently become a more prominent policy goal in many states; it has been included in the metrics of success under the Every Student Succeeds Act of 2015 in most states (Bauer et al.
Evidence from developing countries shows that modest conditional cash transfer (CCT) incentives can be highly effective.

The recent development economics literature includes informative studies of financial incentives for students to remain in school, and to learn more while in school. In recent years many developing countries have implemented cash transfer programs for families at the bottom of the income distribution. Some are unconditional transfers that are sometimes accompanied with social services and referrals; other transfers are conditional on meeting prespecified requirements, including school attendance, as well as health and nutrition checkups.

RCT studies have reported positive impacts on educational outcomes of cash transfer programs from a growing number of countries, including for Colombia (Attanasio, Fitzsimmons, and Gómez 2005), Ecuador (Schady et al. 2008), Jamaica (Stampini et al. 2018), Mexico (e.g., Behrman, Parker, and Todd 2011; Schultz 2004), Nicaragua (Maluccio and Flores 2004), and Pakistan (Chaudhury and Parajuli 2010).

Studying the impacts of PROGRESA—the first modern CCT program—Schultz (2004) estimates that the largest impacts were on the transition from primary to secondary school for boys (about 5–8 percentage points more likely) and for girls (about 8–10 percentage points more likely). Notably, the PROGRESA program used an escalating schedule of reinforcement, in which the size of the grant the family received increased as children progressed through successive grades (Rosenberg 2008). The purpose of this payment schedule was to compensate for the opportunity cost of sending children to school (Levy 2006), which included wages received from child labor that increased with the child’s age. Similarly, Attanasio et al. (2010) estimates that a Colombian CCT program increased school participation of youths that were 14–17 years old by 5–7 percentage points and of younger children by 1–3 percentage points. The largest estimated effects were in relatively urban parts of rural regions as compared to very rural areas. The authors conclude that the effects were primarily driven by reductions in child domestic work. Barrera-Osorio et al. (2011) find that postponing the cash transfer payments until the point when children reenroll in school leads to a greater impact on enrollment rate while retaining the same increase in attendance rate prior to reenrollment. The biggest gains were found for the poorest and most at-risk children. The students were not required to reenroll as a condition of receiving the funds, but the program disbursed cash at the time when education expenses were incurred. In a parallel experiment, lowering monthly cash transfers to families but paying the balance when and if a student graduated and enrolled in tertiary education had the desired effects: graduation and tertiary enrollment rose
BOX 2.
Evidence from U.S. Student Financial Incentives

Thus far, the evidence of effects of student financial incentives on student performance in the U.S. has been weak at best, though one reason may be the small size of the trials (Fryer 2011). Research in this area is ongoing, but to more closely parallel the developing country evidence, evidence on the impact of incentives for the family (parents or guardians) is needed. One RCT examining the impact of financial incentives for teachers in New York City found no effect on student outcomes including attendance, scores, or graduation. If anything, results suggest a negative effect on student achievement (Fryer 2013).

significantly. Notably, making payments contingent on graduation rather than attendance actually led to higher daily attendance than when the payments were made for attendance alone.

Results of cash transfer programs from a number of other countries are consistent with the previous findings, though effect magnitudes differ. Schady et al. (2008) estimate significant increases in Ecuadorean school enrollment of about 3–4 percentage points. Further effects on enrollment were significant only for households receiving conditional transfers (i.e., not for unconditional transfers). In Nicaragua, Maluccio and Flores (2004) estimate an average net increase in school enrollment of 13 percentage points, along with improvements in grade progression. Catubig and Villano (2017) also identify a quite small (about 1 percent) but positive and significant effect on Filipino school enrollment for participants of a cash transfer program. Unusually, evidence from Bangladesh suggests no effects of cash transfers on school attendance, though it identifies positive health impacts including reduced malnutrition and improved nutrition knowledge (Ferre and Sharif 2014).

Evidence of effects on other outcomes has been more mixed. Stampini et al. (2018) identify the impact of CCTs on learning outcomes and placement after school for Jamaican students. They report positive effects on test scores for boys, who scored 5.1 percent higher on the 6th grade achievement test than nonbeneficiaries and placed in higher-ranked secondary schools. However, no significant impacts for girls were identified. In the Philippines, a partial schooling subsidy for child education increased child labor, apparently because the cash transfer was insufficient to pay for all costs,
requiring children to earn the remainder (de Hoop et al., forthcoming). This example clearly demonstrates the importance of careful program design.

Turning from students and families to teachers, the evidence on the impact of financial incentives is quite mixed. In one of the most methodologically careful studies, Glewwe, Ilias, and Kremer (2010) conducted an RCT in Kenya on a program that rewarded primary school teachers on the basis of student test scores, scores that importantly included penalties for students who did not take the exams. Results show improvement of test scores on exams linked to the incentive scheme, but not on other unrelated exams.\(^\text{18}\) Moreover, students did not retain the gains once the incentive program ended; this casts doubt on studies that examined only short-term improvements.\(^\text{19}\) Evidence from the United States is similarly mixed (see box 2).

**The Policy Approach**

- **Implement and extend CCT and cash-plus programs** in lagging areas in the United States. Although there are of course small, local programs providing grants and funding guarantees for high school graduates from lagging areas to go to college, there are fewer incentives to encourage high school completion for those who are not (or do not think they are or could be) college-bound. Attaching incentives to intermediate milestones on the path to high school graduation would also be helpful, particularly to the extent that there are benefits to staying longer in school even without graduating. Incentives may be increased as successive milestones are passed.

- **Engage the private sector in CCT programs**, encouraging firms to offer entry-level jobs (or high consideration for jobs) to individuals who graduate but are not going on to college. The private sector is already quite active in a substantial number of charter schools (such as at Thurgood Marshall Academy in Washington, DC), but this engagement is often limited to or focused on potential future college opportunities, rather than on immediate employment. A graduate making use of such employment opportunities would not be making a decision to forgo college; the hope is that students who decide not to go to college may now decide to do so later, for which their high school diploma is of course a prerequisite.

- **Build on current early childhood interventions**, developing effective targeted programs in lagging areas. Doing so is likely to facilitate the adolescent-age interventions examined in more detail in this chapter.
because it will improve student preparation when they arrive in middle
and high school.

A note of caution: the choice of conditions and the consequences of not
meeting the conditions need to be considered carefully in any type of
conditional transfer. As examined in the section below on psychological
and cognitive dimensions, living in poverty creates a high cognitive burden.

Taken together, the evidence base accumulated in development economics
suggests a number of policy approaches that could be pursued in the United
States, most notably: raising the minimum dropout age, providing specific
information about the benefits of graduating high school, targeted special
tutoring to improve outcomes, CCTs, and other incentives to encourage
high school attendance and graduation. Not every approach would transfer
directly to the U.S. context, but the evidence suggests that carefully
monitored experiments and trials in these areas could be fruitful.

Raising Nutrition and Health for Lagging Areas:
Addressing Physical Health, Mental Health, and
Cognitive Challenges

It is critical to recognize and address the fact that, for many children
and youths, improved nutrition and health care are also foundational for
school success. There is much discussion about the insufficient coverage of
programs for delivering basic nutrition and health to families in lagging
areas. Many families in need remain ineligible for assistance, particularly
in states that have not expanded their Medicaid coverage under the Patient
Protection and Affordable Care Act (ACA) of 2010.

ENCOURAGING UTILIZATION OF EXISTING HEALTH AND
NUTRITION PROGRAMS BY ELIGIBLE FAMILIES

Although eligibility requirements are stringent, existing programs of
nutrition and health insurance for the poor are often unused or underused
even by those who are eligible. Indeed, a significant number of parents of
low-income U.S. children do not take full (if any) advantage of even the
publicly funded health and nutrition assistance opportunities they do have
(Kenney et al. 2011). This problem is likely to be particularly concentrated
in lagging areas.20

Important examples of U.S. programs for improving health and nutrition
are SNAP, WIC, CHIP, and (expanded) Medicaid. Extensive empirical
evidence from the United States demonstrates that these programs make
valuable investments, and that they pay for themselves over a lifetime.21
Another more general federal program, Temporary Assistance for Needy Families (TANF—sometimes known simply as welfare), provides general cash assistance that may of course be directed to health and nutrition, or vital expenditures including school clothes, supplies, and transportation.

Despite the success of public health programs such as Medicaid and CHIP at improving insurance among children from low-income families, Rudowitz et al. (2016) find that of the “32.3 million nonelderly people who remained uninsured as of 2015, an estimated 27 percent (8.8 million) are eligible for Medicaid or the Children’s Health Insurance Program (CHIP).” About 77 percent of these people live in states that have expanded Medicaid. The study estimates that some 3.2 million uninsured children are Medicaid- or CHIP-eligible. Similar gaps exist for SNAP and WIC.22

A key policy concern is also retention among those enrolled at some point in these programs. Although available national estimates appear to predate the ACA, Sommers (2010) estimates that, in 2008, 26.8 percent of uninsured children had been enrolled in public insurance the previous year, with 21.7 percent formerly enrolled in Medicaid and 5.1 percent enrolled in CHIP.

Many low-income families seem to be unaware of these programs or how to enroll in them (Kenney et al. 2011). Additional identified reasons for program dropout and low retention include documentation and related concerns among immigrant parents of children born in the United States. In addition, states have faced widely varying budgetary constraints as they emerged from the Great Recession, with some states apparently making significantly less effort at enrollment outreach than others. This partially explains the state-to-state variation in program enrollment and retention rates.

Finally, it is worth mentioning that an estimated 2.2 million currently uninsured people are too poor to qualify for health insurance tax credits but remain ineligible for Medicaid because they live in a state that did not expand Medicaid as part of the ACA (Garfield, Damico, and Orgera 2018).

Cognizant of such enrollment and participation shortcomings, the American Academy of Pediatrics (AAP) issued a policy statement in 2014 including statistics on limited participation among those eligible, and making recommendations to increase their enrollment and retention in CHIP and other existing health programs (AAP 2014). It also called for program coverage expansion and improved funding. On the supply side, AAP recommendations included expanding the funding base of the CHIP program and maintaining contingency funds for states and regions that
have faced periodic budgetary constraints, particularly after the Great Recession. The AAP also recommended that all states be mandated to adopt automatic coverage for newborns and to design incentives to encourage continuous enrollment. They further recommended that CHIP enrollment and renewal procedures be streamlined to allow self-declared income, use passive renewal procedures, eliminate face-to-face renewal requirements, and improve communication with families regarding renewal procedures. On the demand side, the AAP stressed that concerted efforts are necessary to raise awareness about these programs and their benefits among already-eligible families by developing outreach activities that are specific to local context. They recommended collaboration with community-based programs having strong relationships with local communities to help enroll uninsured patients.

Research has demonstrated very substantial economic benefits from successfully addressing undernutrition and health-care coverage deficiencies in developing countries (e.g., Alderman, Behrman, and Puett 2017). An important channel through which these economic benefits are generated is the effect of children’s improved health on learning in school. For example, de-worming in Kenya decreased absenteeism by about one quarter (Miguel and Kremer 2004); students were still benefiting even a decade later, with more years of schooling completed, better jobs, and other outcomes (Baird et al. 2016).

Incentives can be quite effective at increasing nutrition and health service utilization rates—and thereby improving health—among eligible families. Developing country research indicates that families’ knowledge of programs service and availability is limited and that outreach can be useful for raising utilization rates. In addition, CCT and cash-plus programs can increase the use of available health services and improve health outcomes (Ranganathan and Lagarde 2012). In different CCT programs, receiving cash has been made conditional on terms requiring that children get regular health checkups, that children’s immunizations are up to date, that pregnant and breastfeeding women have regular health visits, and that mothers attend health education workshops or receive other health information. (Note that CCT interventions typically comprise multiple conditions and transfers, and it is difficult to attribute outcomes to a specific programmatic component.) Eligibility for other development programs are also sometimes conditional on health activities.

The research on the impact of CCTs on health outcomes focuses on the role of the programs in overcoming financial, nonfinancial, and behavioral obstacles. In accessing health services, obstacles faced by families may
include direct costs (e.g., health goods and services that require payment), indirect costs (e.g., transportation costs), and other opportunity costs (e.g., loss of income-generating activities when spending time accessing health services). Most CCTs aim at overcoming one or more of these barriers to improve health outcomes of the target populations.

There is a substantial body of research showing that CCTs can help overcome these obstacles and improve the use of available preventive and curative health services, as illustrated by the following sample of research findings. In Mexico, under the pioneering and rigorously evaluated PROGRESA CCT program, participant families visited health facilities twice as frequently as nonbeneficiary control group families (Gertler 2000). A different CCT program in Nicaragua similarly increased the percentage of infants taken to public health facilities over the previous six months by 17.5 percent for all children, and 23.6 percent for children with special needs (Maluccio and Flores 2004). In Honduras and India CCT programs significantly increased the rate of antenatal care visits (Lim et al. 2010; Morris, Flores, et al. 2004). Finally, a CCT program in Chile led to a significant 4 to 6 percentage point-increase in the number of preventive health-care visits for children less than six years of age, albeit only in rural areas (Galasso 2011).

Impacts on health outcomes have generally been positive. In Mexico children who are 0 to 35 months old in families receiving CCTs experienced a reduction in their illness rate of about 40 percent after two years of the program. Moreover, there were marked increases in mean hemoglobin, reductions in anemia prevalence, and lower incidence of stunting and obesity (Barham 2005; Berhman and Hoddinott 2005; Fernald, Gertler, and Neufeld 2008; Gertler 2004). Similar results were obtained in Nicaragua and Bangladesh (Ferre and Sharif 2014; Maluccio and Flores 2004).

CCTs have been found to help overcome nonfinancial as well as financial obstacles, including imperfect information and lack of understanding among potential participants of health and nutrition benefits (e.g., Fiszbein and Schady 2009; Gaarder, Glassman, and Todd 2010; Medlin and de Walque 2008).

Some interventions have used direct communication of relevant information to address problems such as the underestimation of returns to health services, without using CCTs. However, simple information provision interventions are likely to break down under two common circumstances: when incorrect beliefs are self-reinforcing, and when individuals believe they have no need for information (especially when incorrect information has deep cultural roots). In such cases, a cash transfer conditional on receiving correct health information may be more effective. A key condition
in the successful CCT programs implemented in Brazil and Mexico included attendance at educational workshops for pregnant and lactating women. Health and education participation conditions have also been used for subsidized microfinance, which may yield benefits. Finally, CCTs have been used to provide nudges toward healthy habits (Higgins 2010; Medlin and de Walque 2008; Thaler and Sunstein 2008). In a classic example of a simple nudge, there is some suggestive evidence that unconditional cash transfers (UCTs) can improve health outcomes simply by including words such as “health” or “nutrition” in the program titles. The impact of user fees is another widely studied topic. In most cases, studies find that user fees have a large negative impact on the use of health services.

While there is less evidence on UCTs than on CCTs, there are some promising initial findings. Research on the staggered implementation of a UCT in South Africa found that unconditional transfers given to women had a positive effect on child nutrition, with significant gains in height-for-age for treated children (Agüero, Carter, and Woolard 2007). Similarly, for a UCT in rural Ecuador, Paxson and Schady (2010) report evidence that treated children belonging to the poorest of households had an 18 percent improvement in combined cognitive and behavioral scores (receptive vocabulary, short-term and long-term memory, visual integration) and a 16 percent improvement in combined physical outcomes (hemoglobin, height, fine motor control), compared to control group children.

The Policy Approach

- Facilitate family participation in existing health-care and nutrition-assistance programs like CHIP, Medicaid, and SNAP by
  - instituting automatic coverage for newborns;
  - designing CCT incentives to encourage continuous enrollment;
  - streamlining CHIP enrollment and renewal procedures;
  - using passive renewal procedures and eliminating face-to-face renewal requirements;
  - rebranding some local programs to emphasize specific goals, even when there are no specific conditions for continued participation;
  - improving communication with families regarding renewal procedures, and by otherwise raising awareness about these programs and their benefits among eligible families; and
  - developing local context–specific outreach activities, including collaboration with community-based programs to enroll all eligible families.
- **Use RCTs to assess these initiatives**, including CCTs, to determine which is most effective in different U.S. contexts.

These proposals are not intended to suggest that the supply of education as well as health care is not also limited in lagging areas, nor that this is unimportant. There may be poor school quality, as well as limited numbers of doctors willing to accept Medicaid patients. The point is rather that while the supply of services matters, raising take-up of existing programs is also important; there is evidence that initiatives to achieve this goal have had favorable impacts in developing countries.

Still more can be done to improve the likelihood that eligible people in need will enroll—and have more effective outcomes for those already enrolled—by systematically incorporating lessons from recent research in behavioral economics, including insightful experiments in developing countries.

**ADDRESSING THE PSYCHOLOGICAL AND COGNITIVE DIMENSIONS OF POVERTY**

The recent development and behavioral economics evidence base has extended our understanding of the psychological, cognitive, and economic behavioral lives of the poor, with implications for lagging U.S. areas ranging from education to mental health policies.

In addition to physical health deprivations, lagging areas in the United States also struggle with negative cognitive and psychological implications of poverty, ranging from stress- and environmentally-linked deficits in cognitive skills, to lower noncognitive skills, to a greater incidence of mental illness (including substance abuse). Moreover, cognitive functions that can be directly impaired by specific stressors of poverty include focused internal and external attention, inhibitory control, cognitive flexibility, and planning.

Effects on noncognitive skill are just as important: A growing understanding of the role of these skills for life success has emerged from recent progress in economic research and policy analysis (Heckman and Kautz 2012; Heckman, Pinto, and Savelyev 2013; Heckman, Stixrud, and Urzua 2006). Noncognitive skills may be taught (or learned implicitly) in school, and they are likely formed at least as much in interactions with parents, peers, and the broader world. Poorer children gain fewer noncognitive skills, making it more difficult for them to function well in the job market and other social settings.

More broadly, poverty-related causes of stress can range from financial worries to persistent noise, air pollution, and short and disrupted sleep
(Patel et al. 2010). In turn, poor thinking and judgment can create or worsen poverty, thereby creating the potential for a vicious circle. These factors make it more difficult for people living in lagging areas to take actions to improve their conditions.

Substance abuse is a serious mental health disorder. By 2016 overdose deaths were five times higher than in 1999; an estimated 630,000 people died from drug overdoses between these two years. In 2016 about two thirds of the approximately 64,000 drug overdose deaths in America involved an opioid (Centers for Disease Control and Prevention [CDC] 2017). An increasing number of opioid deaths are attributed to fentanyl and other dangerous synthetics (see figure 3). A disproportionate fraction of these deaths occur in lagging rural counties and lower-income urban areas.

In the United States, as throughout the world, there is a strong relationship between poverty, depression, and anxiety (Patel 2000); this is a pronounced problem in lagging areas such as some Native American reservations (Costello et al. 2003).

The suicide rate in the United States has also risen significantly: in 2016 suicide was the second-highest cause of death through adolescence and young adulthood, and the fourth-highest cause of death among Americans age 35–54 (CDC 2016). Rates of mental illness among youths are rising as well, although some of the reported increase could be due to better diagnosis.

FIGURE 3.
Opioid Overdose Deaths, 2000–16

Source: CDC 2000–16.
Fortunately, much is being learned about these problems and issues, and some of the less well-known but insightful research has been conducted recently in the developing world.

**Addressing the “Cognitive Tax” of Poverty**

In recent years the development economics literature has focused much more research on the ways that poverty can impede cognitive functioning, from attention and self-discipline to mental depression and anxiety (see Mani et al. 2013; Mullainathan and Shafir 2013; Schilbach, Schofield, and Mullainathan 2016; and World Bank 2015). Impacts of low income and undernutrition are fairly well-established. Although more research is needed, there is also suggestive evidence that poverty can lead to cognition-impairing stressors including chronic pain (Case and Deaton 2015), exposure to chronic noise (Stansfeld et al. 2005), and potentially sleep deprivation and disruption (Dean, Schilbach, and Schofield 2018). In sum, living in poverty means paying cognitive costs that the nonpoor may be completely unaware of.

Being poor means having to focus more attention on urgent financial problems that require little or no attention by the affluent; these problems leave less cognitive capability (e.g., in memory or attentiveness) for other activities that would aid in breaking out of poverty (Mani et al. 2013). Examples of such activities include preventive health care, adherence to drug regimens, promptness for appointments, attentiveness to their children, management of family finances, and general worker productivity. Cognitive challenges tend to increase with stress. Field evidence from India shows that farmers perform at lower levels during periods of financial stress before harvests relative to after the harvest—approximately equivalent to an effect of 10 IQ points (Mani et al. 2013).

In an earlier section I examined the potentially beneficial effects of providing information to help children and parents make better schooling decisions (Battaglia and Lebedinski 2017). The new behavioral economics research on the cognitive burden of poverty is suggestive of ways that assistance (including by counselors) might improve the capacity of people to make good decisions in other ways. It underlines the importance of seeking to simplify forms and to help people fill them out, and of timing programs and activities intended to benefit the poor to when cognitive load is likely to be lower (Mani et al. 2013).

But other factors such as undernutrition also play significant roles in the cognitive problems of the poor. Though perhaps less severe in the United States, undernutrition and food insecurity still affect many U.S. children
and families: in 2017 17.0 percent of children lacked consistent access to sufficient nutrition (Coleman-Jensen et al. 2018).

**Potential Impacts of Undernutrition**

It is readily apparent that undernutrition decreases physical strength. Recently, evidence has grown that it also leads to decreased cognitive functioning including difficulties concentrating and thinking clearly, inattentiveness, less self-discipline in resisting temptation, and other limitations.34

In India an RCT examined the effects of providing additional calories for undernourished bicycle-rickshaw drivers (Schofield 2014). Work hours and earnings were recorded throughout the five-week study, and performance on physical and laboratory-based cognitive task tests were measured. Results showed that the rickshaw pullers given extra calories had more income and also significantly improved their performance on the cognitive tests by 12 percent. In addition, the authors found that study participants significantly reduced their discount rates for work effort. The bicycle-rickshaw drivers were given the opportunity to choose between taking a journey with a lighter load today or a heavier load tomorrow; both journeys earned the same payment received tomorrow. The nutrition-treated participants were a striking 25 percent more likely to choose the lighter journey today instead of delaying at the cost of a having a more difficult task tomorrow (Schilbach, Schofield, and Mullainathan 2016).

**Impact of Cash Transfers on Psychological and Cognitive Dimensions of Poverty**

Several RCT studies have demonstrated that reductions in poverty caused by cash transfers lead in turn to reduced stress and depression, and improved psychological well-being, in countries including Kenya (Haushofer and Shapiro 2016); Malawi (Baird, de Hoop, and Özler 2013); and Mexico (Fernald and Gunnar 2009; Ozer et al. 2011).

There is also a growing cash-plus literature showing that family cash transfer programs, coupled with complementary family services including psychosocial support home visits, can have wider beneficial effects on children and youths (Roelen et al. 2017). In poor South African households receiving cash transfers, adolescents who also received household visits by a home-based counselor reported fewer HIV risk-taking behaviors than those in cash-only households (Cluver 2014).
Another example of the importance of combining financial and psychological support comes from a Liberian study that examined the impact of cash and therapy on violence and other criminal activities. The research found that transferring a small amount of funds to criminally engaged men had a short-run positive effect in deterring violence and other criminal activities. Cognitive behavioral therapy also had a positive but time-limited effect, and a combination of the two interventions had a long-term effect (Blattman, Jamison, and Sheridan 2017).

The Importance of Being Reminded

All people have cognitive limits; memory is imperfect, and everyone can benefit from being reminded of important things that may otherwise be forgotten and not attended to in a timely way (see, e.g., Thaler and Sunstein 2008). When individuals are subject to poverty and other stressors that can be found in lagging areas, their cognitive resources are more challenged. Recent developing country research has shown the benefits of sending reminders to the poor.

Adherence to medicine regimens is lower for the poor than for the nonpoor in every country, including the United States; this has been attributed to the cognitive burden of living in poverty. An example is the lower adherence to HIV/AIDS drug regimens: In Kenya patients were randomly selected to receive either daily or weekly cell phone reminders to take their HIV medications (Pop-Eleches et al. 2011). Patients who received weekly text (SMS) reminders had a 13 percentage point–increase in their adherence rates, defined as taking their medicines 90 percent of days, though daily reminders produced no effect.

Evidence from Bolivia, Peru, and the Philippines shows that reminders sent by text message can lead to increased savings (Karlan, Morten, and Zinman 2016). In particular, the reminders were effective when they included reference to specific future goals. The implication is that limitations in memory and recall (or focus) are part of the cause of low savings, and that reminding people of their future goals can change their current behavior. Similarly, significant effects have been identified for loan repayment reminders (Karlan et al. 2016).

Reminders can be implicit, rather than rely on personal contact or phone or text messages. In Kenya providing the poor with chlorine at the place where they collect water was more effective at increasing usage than providing it at their homes (Kremer et al. 2009).
Offering Self-Commitment Devices

People are often quite aware of their cognitive limitations, including how they get more challenged under stressful conditions. In these cases, many people choose to take part in self-commitment devices when they are available. Peoples’ interest in taking part in these is itself evidence of the types of cognitive limits emphasized by behavioral economists.

In the Philippines there was a high take-up rate of a product enabling a commitment to increase savings by voluntarily giving up access to the funds until their savings goal was reached. The product was effective in increasing participants’ savings rates (Ashraf, Karlan, and Yin 2006); this is both evidence of self-control problems and evidence of how people can be offered choices to help them to manage this limitation.

Study participants in Kenya did not increase savings when given access to savings accounts, but did when given access to rotating savings and credit associations (ROSCAs) (Dupas and Robinson 2013). This suggests the importance of external self-commitment devices or related social pressure for achieving savings goals.

Analogously, nearly half of low-income workers in a study in India were willing to pay for a product providing incentives to remain sober; about a third of participants were willing to give up 10 percent or more of daily income to make a sobriety commitment (Schilbach, forthcoming). Again, this constitutes evidence that cognitive limitations are quite real, and also provides a hint at how they can be managed.

Family Mentoring and Child Development and Sponsorship

Important evidence comes from weekly home visits by community health workers in Jamaica that demonstrated to mothers how to play and interact with their children to promote cognitive and emotional development. Two decades later, children from families selected for the program earned 25 percent more income as adults compared with children in the control group (Gertler et al. 2014).

There is also evidence that international child sponsorship can have an impact on long-term outcomes (Wydick, Glewwe, and Rutledge 2017). In particular, Wydick, Glewwe, and Rutledge (2013) estimate that a child sponsorship program led to a 12 to 18 percentage point increase in the rate of secondary school completion. Moreover, adults in six countries who had been sponsored as children saw positive impacts not only on years of schooling, but also on adult employment and income. Glewwe, Ross, and Wydick (2018) find that sponsorship improved psychological well-
being, Ross et al. (2018) find that child sponsorship led to substantial and statistically significant increases in self-esteem, optimism, and expected education in Indonesia, Kenya, and Mexico.

**The Policy Approach**

Clearly, one way to reduce the mental strain of poverty is to attack the existence of deprivation itself. That said, the evidence from development economics suggests policy approaches to dealing directly with the strain.

- **Encourage families to take full advantage of benefits**—including mental health benefits—to which they are already entitled in their current healthcare programs. This can be prioritized in the same outreach efforts to bring new users into programs such as Medicaid. Medical professionals can receive further information and training on new findings in cognitive research as well as adolescent mental health.

- **Increase the accessibility of these programs.** Poor mental health conditions and lack of agency, as well as other impacts on cognitive bandwidth, likely explain why many of people do not sign up for these programs in the first place. It will be important to take this into account when conducting outreach to sign up more participants, and then encourage them to make full and adequate use of these programs. This will probably require special training. For example, such an initiative could require building cognitive considerations into the design of and outreach for any policies and programs intended to benefit those living in poverty, applying a general approach that Thaler and Sunstein (2008) labeled choice architecture. In particular, it is important to make it easy for qualified families to learn about programs that could help them, select beneficial options, sign up, and then follow up and participate.

- **Support local mentorship programs,** including those that are informal and semiformal, for both youths and adults.

- **Pair cash transfers with other services.** The developing country evidence suggests that cash transfers—whether or not they are conditional on behaviors such as taking children for a health checkup—will often have a greater effect if they are combined with other services at the point of contact (Roelen et al. 2017). These cash-plus program services can help compensate for the so-called cognitive tax that results simply from being poor.
Improving Infrastructure in Lagging Areas

BETTER NETWORKS FOR PEOPLE, GOODS, AND INFORMATION

Good connections can help a region to thrive; a lack of connections reduces opportunities to catch up. For a problem as widely discussed in the United States as the crisis of transportation infrastructure, its severity and scope seem to have not fully registered. The infrastructure maintenance problem is widespread and increasingly dangerous. At the national level the American Society of Civil Engineers (ASCE) gave a nationwide infrastructure grade of a D+ in its 2017 Infrastructure Report Card. But lagging areas sometimes have particularly severe basic deficiencies. In some cases, U.S. infrastructure deficiencies are significantly worse than developed country norms (ASCE 2017). Faster and safer travel time improves connections of lagging areas to jobs and to markets for current and potential products made in those areas. In lagging urban areas, better transportation may provide residents access to jobs that are physically out of reach. Though not ideal for some, no doubt many others would accept distant jobs if they were made accessible through improved public transportation and roads. In rural areas, better connections may make it possible to move into new economic activities, such as cultivating high-demand specialty agricultural products.

Some chronically lagging inner-city areas in the United States still suffer from past federal policies, of which the best-known example is redlining. Highways were placed with the conscious intent of segregating neighborhoods and weakening, if not completely removing, African American neighborhoods (Rothstein 2017). Planning was developed at the state and local levels, but was carried out with federal acquiescence; these were ways to get around desegregation rulings and were discussed as such (Rothstein). In cities including Los Angeles and Miami, highways were deliberately placed to eliminate African American areas (Rothstein).

Information infrastructure has been taking on ever-increasing importance. Many citizens in both urban and rural lagging areas still lack internet access, often because it is either unavailable or unaffordable. This impacts education, job search, and access to health and other vital information, as well as business development.

Development Economics Findings

The development economics literature suggests two main arguments for why physical infrastructure raises economic activity and incomes. First,
better infrastructure lowers the transport costs of trading goods and services with a wider market. Second, roads or rails enable movement of factors of production (primarily meaning people). Better infrastructure may facilitate labor exiting an area to one in which income and other opportunities are greater. Part of the benefit of infrastructure may be the easier flow of information about outside opportunities. In addition, improved infrastructure may be needed to move larger capital goods. However, some of these production benefits may be limited in that roads also make it profitable to transport competing goods from outside regions, putting some existing firms out of business; of course, this might ultimately benefit consumers.

In developing countries the lagging areas generally have less connectivity than in developed countries. In part, this is simply the result of there being less economic activity to connect to or less demand for travel for recreational purposes. But there is evidence that building better transportation access can cause increased economic activity; on the other hand, there is also evidence of negative impacts on areas that are not connected to new transportation infrastructure (Redding and Turner 2015).

Having adequate infrastructure in the right places is an essential component of economic development. Many systematic analyses of a developing country’s economic problems (such as growth diagnostics exercises) include findings of infrastructure deficiencies (Hausmann, Klinger, and Wagner 2008; Hausmann, Rodrik, and Velasco 2007; Rodrik 2003, 2007). Governments in developing countries often fail to build infrastructure despite the need and opportunity, or they build the wrong infrastructure in the wrong places. But the most frequent problem is neglect of maintenance after construction is completed, whether built and funded by domestic government or with foreign participation or assistance.

Fiscal constraints are an often-stated reason for not building or maintaining infrastructure. This is a common refrain during debt crises, including the lost decade in Latin America of the 1980s and the (nearly) two lost decades in Africa of the 1980s and 1990s. Austerity remains the most common response to financial crises, particularly those associated with balance-of-payments problems, but it has not often led to the desired economic growth. One explanation comes from research in development economics that highlights the strong complementarities between public and private investment, implying that private investment is often not forthcoming without public investment. However, in austerity programs public investment is generally one of the most quickly cut expenditures.
Proximity to new transportation infrastructure can confer large benefits. In the Industrial Revolution, railroad expansion took place at the same time as historically rapid economic growth in Japan, the United States, and Western Europe, though the causality is ambiguous. Using historical evidence, Donaldson and Hornbeck (2016) estimate that the total value of U.S. agricultural land would have been 60 percent lower without railroads.

In the context of developing countries, Ghani, Goswami, and Kerr (2013) estimate that districts in India located 5–10 kilometers away from the new Golden Quadrilateral highway system gained more productivity than districts 10–50 kilometers from the highway. Datta (2012) uses the same quadrilateral program as a natural experiment and concluded that the highway system led firms to enhance their efficiency by improving their supplier source and reducing necessary inventories. 

Donaldson (2018) presents strong evidence on the positive impacts of transportation on trade and economic development in India. Using archival district-level panel data, he estimates that colonial railroads reduced the cost of trading, narrowed regional price variations, increased trade volumes, and led to a 16 percent increase in real agricultural income (a proxy for economic development in a historically agrarian economy such as India).

Gunasekara, Anderson, and Lakshmanan (2008) estimate net benefits of improved infrastructure in Sri Lanka, investigating the magnitude of structural transformation at the firm and household levels resulting from a major highway project. The authors find that individual firm output increased by 70 percent, and that highway improvement induced firms near the highway to become more capital intensive, and firms farther away to become more labor intensive. At the household level, the highway project increased income and induced a shift away from land- and labor-intensive occupations, and toward skilled employment.

Developing economies provide useful experiences of connecting previously isolated, hinterland areas to the core economy. One such example was studied by Blankespoor et al. (2018) with the building of the major Jamuna Bridge in Bangladesh. Manufacturing activity shifted from the isolated to the core region of the economy; these de-industrialization effects were most pronounced at an “intermediate distance from the bridge” (35). However, there was considerable other evidence of positive effects on economic activity, suggesting net economic benefits.

Bosker and Garretsen (2012) also report evidence of benefits of improved connectivity in sub-Saharan Africa, with most of the impacts apparently
driven by access to other markets in the region. Jedwab and Storeygard (2018) present evidence that the impact of transportation investments varies by context; specifically, effects of market access appear to be stronger for cities that are smaller, more remote, surrounded by poorer agricultural land, and less politically favored.

Evidence from China suggests somewhat different conclusions. Banerjee, Duflo, and Qian (2012) examine the effect of historical access to transportation infrastructure on regional economic outcomes in China, concluding that proximity had positive—but quite small—impacts on per capita GDP, and no impact on per capita GDP growth. Faber (2014) examines the impact of China’s National Trunk Highway System, taking advantage of incidental connections with peripheral counties that were otherwise similar to counties that were not connected. Faber finds negative impacts on connected peripheral counties, apparently due to reduced industrial output growth as investment shifted to larger connected cities. However, a more positive lesson of research on China for lagging areas is the importance of industrial districts, or clusters.

Past decisions about infrastructure that helped some regions (and possibly hurt others) may have effects lasting several decades or more. Jedwab and Moradi (2016) find persistence in the effects of colonial railroads in sub-Saharan Africa on economic development.

Lessons and Limitations of the Research

In recent years the development economics literature on infrastructure has made considerable progress. Better data have been collected, and they have been analyzed using better identification strategies. Most studies of transportation projects have found strongly positive direct, local effects; however, their general equilibrium effects (i.e., taking account of spillover effects for areas and markets not directly affected by the infrastructure project) are still not well understood or measured. And transportation infrastructure can have different effects in different contexts; the reasons for this heterogeneity are not yet well understood. Moreover, transportation infrastructure is very costly, but there has been very little assessment of the net benefits of transportation projects in comparison with alternative investments, such as in education or health. Finally, the placement of infrastructure is very important—it can have substantial effects on the pattern of economic activity that can last for a century or more.
The Policy Approach

Considering the challenges and the developing country evidence base, researchers and policymakers should start with the following questions before proceeding to policy solutions:

- Are there lagging areas (rural or urban) that have been systematically bypassed?
- Are areas that were cut off in the past (but more recently connected) still experiencing lasting impacts?
- To what extent were lagging areas intentionally discriminated against in the past, and what is the legacy of that discrimination? As one observer put it, not all lagging areas were created equal; some areas were intentionally created to lag, while others are unintentional victims of changing economic circumstances.\(^{52}\)
- Has infrastructure development artificially isolated parts of cities, as was the case with highways dividing or cutting off neighborhoods decades ago?
- Have some lagging areas lost benefits of connectivity when interstate highways or other key infrastructure bypassed them?
- Can more be done to reconnect these disconnected areas? What can we predict about impact?
- To what extent do the findings in the literature, which largely focuses on the impacts of creating new infrastructure, extend to investments in infrastructure maintenance?

A national, comparative study of cutoff urban areas is a prerequisite for a systematic policy approach. Some key topics for future research include complementarities among private investments, and complementarities between public and private investments.\(^{53}\) For an example of how related coordination problems have likely constrained the prospects for a fuller recovery in Detroit, see the innovative analysis of Owens, Rossi-Hansberg, and Sarte (2018).

Relating the Development Economics Evidence to the U.S. Context

As has been discussed, there is much good news from the developing world: in recent years much has been learned about what works best in education and health, and the lessons have been put to effective practice. A broader lesson is not to overlook what we can learn from countries that are “off
the beaten track.” The wealth of carefully collected data from developing countries can provide valuable ideas for designing and testing programs, making for more-effective, evidence-based policies in the United States. Moreover, we can recognize some systemic similarities between problems that U.S. lagging areas face and the deeper difficulties of the developing countries.

In addition, one specific lesson from research on developing countries is not to overlook the significance of the psychological dimensions of poverty; rather than add to pessimism, this can aid in finding new and effective ways to help remedy the conditions of the poor. There are also broader insights one can draw from development economics, notably the importance of data, institutions, and the distribution and impacts of poverty.

LIMITED DATA AVAILABILITY IN THE UNITED STATES

This chapter shows that rigorous research on programs and policies is quite often carried out in the developing world; given this fact, surely we can benefit from testing programs in the rollout phase, across different contexts and lagging area settings, and to seek continuous improvements throughout a program’s life. The survey data collection experience in developing countries shows that much can be learned for crafting as well as testing new approaches that solve local chronic problems. Program research in developing countries can point out ideas that might be successfully adapted here, depending on rigorous research on what designs work best in what contexts.

The previous sections have reported the results of dozens of studies from 32 developing countries on programs to assist poor or otherwise deprived people that use large-scale household surveys. These studies found a large number of causally meaningful as well as statistically significant results that informed this chapter. None of this could have been possible without funding to collect relevant household data. This includes large-scale multicountry household survey programs, such as the World Bank Living Standards Measurement Surveys and the USAID-funded Demographic and Health Surveys, each of which includes at least one survey round in more than 100 countries. Moreover, a large number of special purpose household datasets are carried out for targeted research and evaluation purposes. World Bank firm-level surveys have also been highly useful.

Some progress is being made using data that have already been collected; recently available administrative data, particularly from IRS and unemployment insurance records, has been used to study local areas (e.g., Chetty and Finkelstein 2013; Chetty et al. 2016). However, these data are
not widely available to researchers and have thus far been used only in limited ways.

In addition to making better use of existing data, it is necessary to collect improved household survey–level data and other microdata in the United States to improve our ability to address problems of lagging areas. The point in some cases is not national- or even state-level statistically representative data, but data collection targeted directly at the population in question in lagging regions; this would enable causal research for those populations, as has been done for developing country studies.

An example drawing from the earlier section on improving secondary education outcomes is to survey junior high and senior high school students as well as their parents and guardians to determine precisely what they think about employment, income, and other benefits of schooling to help inform outreach planning. These would be complemented with special surveys of teachers and social workers. There is much to be learned informally about the U.S. lagging area context by some in-depth discussions—as I did in developing this chapter—but there is no substitute for statistically reliable sampling. Nor is there a substitute for rigorously evaluating programs intended to address social problems.

**INCLUSIVE VERSUS EXTRACTIVE INSTITUTIONS**

The preceding sections have underlined that while the United States faces serious economic and social problems in lagging areas, there are also solutions that have helped in other parts of the world—including in some countries with far lower per capita incomes. These include solutions for essential development prerequisites for development such as education, health care, and nutrition.

In addition to its widespread use of experimental methods, another hallmark of the development economics research community is its application of institutional analysis in assessing the deeper roots of successful and unsuccessful development. A better understanding of institutional constraints may also assist in the United States when designing—and successfully implementing—policies that will be more effective among those that are feasible in practice.

Institutions are humanly devised constraints that shape interactions (or the rules of the game) in an economy, including formal rules embodied in constitutions, laws, contracts, and market regulations, in addition to informal rules reflected in norms of behavior and conduct, values, customs, and generally accepted ways of doing things. The critical importance for
successful growth and economic development of good institutions in this sense has been well established by a large body of development economics research.

Institutions particularly conducive to growth provide broad-based incentives for making productive investments in contrast to incentives for investing in extraction (Acemoglu and Robinson 2005, 2012; Acemoglu, Johnson, and Robinson 2001). Extraction in this general sense refers primarily to extraction from people and from public resources. Other key institutions provide for access to opportunities for the broad population (see box 3), constraints on the power of elites and of chief executives, protection from expropriation, and restriction of coercive, fraudulent, and anticompetitive behavior.

---

**BOX 3.**

**Education: Political Economy of the School Financing System**

In most other rich, developed countries, national governments play the primary role in funding the public education system. In contrast, the federal government plays a much smaller role in the United States, with state and particularly local government largely financing their public school systems (Temin 2017). One consequence of this is high educational inequality: local communities in a better position to fund their school systems provide education that is as good as that in any other rich country. On the other hand, poorer communities spend less per student, and are likely to have poorer outcomes on average. The degree of educational inequality in the United States is unusual for rich countries, but it is much more common among developing countries.

Over time, educational inequality in the United States has become more deeply structural and actively transmitted across generations by an educated elite who often, but not always, coincide with those with the highest income and wealth (Currid-Halkett 2017; Putnam 2015). To help lagging areas, an essential step is to provide more educational funding. This will likely be difficult as voters in richer areas may oppose taxation that help schools in distant communities. Enhanced targeted federal support for public education should play an important role in assisting lagging areas.
While this may not fully address educational inequality, and may be difficult to sustain politically, the structural funding problem would benefit greatly from more-active public discussion and policy experimentation.

High inequality (in wealth and educational attainment) and non-inclusive institutions are mutually reinforcing, as is made clear by a substantial body of evidence from development economics research. In particular, there is evidence that high inequality leads to low public educational investments and that this in turn perpetuates poor institutional quality as well as low incomes (e.g., Engerman and Sokolof 2002; see also Easterly 2007; Sokolof and Engerman 2000; Todaro and Smith 2014, 89–90). Similarly, Easterly (2003), Husain (1999), and other analysts have concluded that Pakistan’s poor education and literacy performance may result from incentives of the elite to keep the poor from gaining too much education.

There is historical evidence of obstacles to public education with similar patterns in the United States, of which the Jim Crow South is the best-known example. Whether anything analogous may be present in the United States today is a different question; the historical and international record suggests that it is important to examine this closely. In any case, addressing patterns of unequal educational opportunity is a clear priority for improving the prospects of lagging areas.

High income is associated with good institutions; some part of this association may be due to the ability of rich countries to afford these institutions. However, the empirical evidence is clear that good institutions are also a cause of higher growth and incomes (Acemoglu and Robinson 2005, 2012).

Finally, it is important to note that poor institutions make it difficult to address important complementarities, the resulting potential for multiple equilibria, and resolving coordination problems that make it very difficult to otherwise move to a better and preferred equilibrium. Owens, Rossi-Hansberg, and Sarte (2018) apply this approach insightfully to problems of renewal in Detroit.
Poor institutions at the national and local levels can constrain opportunities for improvement in lagging regions. We should not underestimate the importance of improving institutions to enable more inclusive, substantial, and lasting progress in the United States. Insufficiently inclusive institutions may be a factor explaining why some areas lag, and why some areas do so chronically.

**THE DISTRIBUTION AND IMPACTS OF POVERTY**

The U.S. Census Bureau (Census) reports that 40.6 million people were below the poverty line in 2016. The Census defines *severe* poverty as the fraction among those who are poor whose income is less than half their official poverty threshold (depending on their family size). In 2016, the most recent year with available data, this fraction reached 45.6 percent of the poor, the highest it has been for at least two decades (having been 39.5 percent in the baseline year of 1996). Thus while overall poverty has decreased in the past couple of years, falling almost to its pre–Great Recession levels (which was 12.5 percent in 2007), more of the poor find they have farther to go to climb out of poverty (Bialik 2017). The best poverty measures show that overall poverty in a country can worsen even when the fraction who are poor falls, if incomes fall enough for those who remain poor.\(^{60}\)

A characteristic of developing countries is the high burden of poverty on children. The data show that this is also the case in the United States.\(^{61}\) Moreover, the chance of upward economic and social mobility for the poor and near-poor children—not only climbing out of poverty but also reaching a toehold into the middle class—have fallen to levels lower than most other rich countries (Chetty et al. 2016; Davis and Mazumder 2017). This low rate of mobility in itself may have discouraging effects on aspirations.

Moreover, in the United States, as in developing countries, poverty is not spread out evenly among the population, but is found concentrated in regions. In less-developed countries this poverty is primarily in rural areas, but to some extent also in peri-urban areas such as extensive slums within or adjacent to cities. Poverty in developing countries usually affects some identifiable subgroups of the population more than others, including racial, ethnic, indigenous, caste, and religious groups—above and beyond regional differences. For example, in Brazil poverty is concentrated among blacks, who are generally descendants of former slaves.

Aside from inner cities and individual rural counties in many states, there are broader regions of high poverty in the United States. Native American and Alaskan Native reservations are a clear example. As noted earlier, many developing countries have severe regional inequalities. When governments
focus on them, they consider how disparities across regions can slow growth, sow political instability, and even give rise to violent conflict.62

Lessons from development economics suggest that addressing concentrated poverty is an important consideration when examining regional gaps. Other chapters in this volume consider the issue in more detail: Nunn, Parsons, and Shambaugh (2018) discusses the distribution of poverty across counties, Hardy, Logan, and Parman (2018) considers the interaction of poverty and the spatial concentration of the African American population, and Neumark (2018) considers the high concentration of poverty in areas within counties.

Questions and Concerns

1. The United States is very different from many of the countries discussed in this report. How relevant is that evidence to U.S. initiatives?

The goal of this chapter is to find inspiration for new ways to think about addressing challenges at home, as well as reasons to try specific types of program experiments. Many studies argue that findings from one context and location have external validity to other settings; that is not the argument here. But development economics research can point out ideas for effective programs that could be successfully adapted here, as a result of rigorous research on what designs work best in what contexts. In fact, a major finding of the chapter is that rigorous research on programs and policies is often done even in the developing world, and that we will benefit from testing programs in the rollout phase and across different contexts, seeking continuous improvements throughout a program’s life.

2. Can these kinds of programs be conducted in a fiscally responsible manner?

The cost of these proposals need not be high, as some of the developing country evidence demonstrates. In fact, the evidence shows that many targeted programs of the type examined in this chapter can pay for themselves, if we take a long time horizon and consider benefits including the lifetime savings in health costs and productivity gains. Rigorous evaluation can go a long way toward ensuring that funds are used effectively. The programs can be implemented in the context of other cost-saving measures that rigorous evidence can reveal. And with evidence in place, the nonprofit sector might also help to implement the most effective programs.
Conclusion

This chapter has drawn from research on education, health, nutrition, behavior, and infrastructure in many developing countries to highlight programs and policies that appear to also have high potential for lagging areas in the United States.

Each approach points to an important area for which increased U.S. research and evidence would be particularly useful. I underline again that findings from developing country contexts and locations may have no direct, immediate, or specific application to the United States or any specific U.S. programs. But the relevance of the research and the indicative value of its findings should be clear for the goal of the chapter: to help identify good candidates for specific program and policy experiments here at home. It is hoped that these programs will provide useful stimuli for new ways of thinking about addressing local challenges. In each case, funding is proposed for experiments to determine what program approaches and implementations are likely to work best.

The present is an advantageous time for action. This is a period of unusually low and fast-declining unemployment rates. As of August 2018, at least a small dent is being made in the lower labor participation rate. Similarly, at least in some areas wages for unskilled workers are at last showing signs of rising, albeit quite slowly. But over a much longer time horizon—the necessary perspective of development economics—recent developments have not altered long-term trends for lagging places. As in developing countries, an upswing of this kind is an opportunity to take steps to sustain inclusive growth over extended periods (Rodrik 2007).

This chapter was developed and written from the perspective of the development economics literature. Even for policy proposals discussed in this chapter that are not new to the U.S. policy discussion, this chapter aims to present new evidence, new ways of looking at problems and solutions, and new forms in which to carry out specific programs.
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Endnotes

1. The paper’s authors found no evidence of a narrowing gender gap; for urban areas the estimated gender gap in postcompulsory schooling actually increased.

2. Their point estimates suggest that one additional semester of reform exposure during ages 6–15 increases the probability of being enrolled in school by 8.5 percentage points and increases the years of schooling by 0.17 years at ages 17 to 22. Moreover, reform effects become greater in the longer term: one additional semester of exposure leads to a 0.46-year increase in completed schooling at ages 21–26. The positive effect results from an increase in the probability of finishing high school.

3. The magnitude of results varied, depending on the specification.

4. They argue convincingly that their findings reflect changes in criminal behavior, not in reduced probability of arrest or incarceration (conditional on criminal behavior).

5. Another threshold is the age through which secondary education must be provided free of charge. This varies greatly by state, from as low as 17 in Alabama to as high as 26 in Texas. Some states have no official minimum; for four states it is 19 or less, while in six states it is 22 or higher. The rationale for establishing such a threshold is unclear; no evidence has been identified that this discourages dropout. The contrast is striking with countries in Africa where the abolition of fees has led to celebrated instances of senior citizens returning to complete their primary education.

6. For a general overview of nudges and their policy application, see Thaler and Sunstein (2008). Beyond small nudges, some form of truancy enforcement might also help given that compliance problems are already a significant concern with existing minimum age laws. It is not clear how this could work in practice. But if enforcement could be carried out within a framework of providing for alternative school-hours settings, as in some child labor assistance programs, this might help.

7. I would like to thank a participant at the Brookings Institution authors’ conference for suggesting this point.

8. Previous U.S. research has often relied on small samples; among these Dominitz and Manski (1996) find there is wide variation in estimates of returns; Rouse (2004) finds average expectations of impacts do not necessarily differ significantly between advantaged and less advantaged students. High school students often lack clear ideas about the benefits of further education or even how to think about it (Avery and Kane 2004). Students may perceive that returns do not apply to themselves; for example, they do not think that they could go to college. More research is needed on the impact of providing students with more-accurate information on earnings returns, and on the wide range of other benefits of schooling that have been identified in the research literature.

9. Conditional on completing secondary school, results on expected earnings are statistically significant for both boys and girls, although the expectation on completing school is significant only for boys.

10. The focus of Jensen’s study is on perceived returns to education. The author conducted a household-based income survey across 1,500 households in nonrural areas, gathering information on education, employment, earnings, and background demographic and socioeconomic characteristics for all adult household members.

11. The information problem is complex. For African American and Hispanic students in the United States, Temin (2017, xvi, 41–42, citing Alexander 2010) suggests that the relatively high likelihood of being incarcerated that they observe may reduce the incentives for students to focus on and continue their education. However, many may not consider the lower likelihood of incarceration among those who graduate high school.

12. For U.S. evidence see Cunha et al. (2013), who find that if average beliefs of African American women matched the authors’ objective estimates of the technology of skill formation, then such investments would increase on the order of 10 percent on average.

13. An introductory discussion of low aspirations traps is found in Banerjee and Duflo (2012).

14. Banerjee et al. (2010) use an instrumental variables estimate for this part of their research. Their results suggest, “The average child who could not read anything at baseline and attended the camp was 60 percentage points more likely to decipher letters after a year than a comparable child in a control village” (5).

15. Some well-reviewed NGO programs in developing countries operate with this purpose (Smith 2009).
16. A student is defined as chronically absent if they miss at least 10 percent of school days (U.S. Department of Education 2015–16). See also the Center for American Progress report on truancy (Ahmad and Miller 2015). The Brookings report is also insightful (Jacob and Lovett 2017).

17. After it was implemented, the PROGRESA program in Mexico also added a high school graduation reward consisting of a grant for college studies, housing, or starting an enterprise (Dubois, de Janvry, and Sadoulet 2012). The escalating reward design is similar to programs studied in the contingency management (CM) literature rooted in behavioral psychology. For example, the increase in payments as the child progresses through school can be compared with voucher-based CM treatments in which patients receive voucher amounts that increase with the duration of continuous abstinence from drug use (Higgins et al. 1991). In Malawi the CCT program used monetary vouchers as incentives to reinforce retrieval of HIV tests among rural individuals who underwent screening (Thornton 2008), a technique commonly used in most CM interventions to induce cessation of risky behaviors such as smoking, drug-abuse, and obesity.

18. This result sheds light on how agents strategically respond to specific components of the incentive scheme. Careful consideration thus needs to be given to the policy design.

19. The intervention did not significantly change teacher attendance but merely increased test preparation sessions; this could have been an important factor in the short-term duration of the gains.

20. There is a disproportionate concentration of the eligible but nonparticipating individuals in lagging areas; lagging areas have more people with low incomes, in addition to fewer social workers, and others who help with children in schools, per low income resident.


22. The U.S. Department of Agriculture (USDA) estimates, “[As of 2014] 15 million people were eligible to receive benefits” from WIC in any given month, but that “of the 15 million, 55 percent, or just over 8 million people, were covered by the program” (USDA 2014). An earlier USDA study estimates that nearly 13 million individuals eligible for SNAP did not participate (Leftin 2010).

23. Among their other supply-side recommendations were to introduce performance bonuses and ensure adequate payment for practitioners who care for CHIP beneficiaries.

24. For example, microfinance has been made available subject to health lectures and infant checkups (Smith 2002).

25. In Brazil a critical lesson was learned regarding the design and communication of transfer conditions: there was a negative effect on weight-for-age scores among beneficiary children, attributed in part to misunderstanding of the eligibility criteria (Morris, Olinto, et al. 2004). At least some participating mothers were under the impression that having one malnourished child in the household was a precondition for continuous eligibility. A more encouraging lesson was learned from research on PROGRESA in Mexico: children too young to go to school at the time their families began to benefit from the program still showed positive impacts on their later schooling indicators, apparently an effect of the program’s nutritional intervention (Behrman, Parker, and Todd 2009; Todd and Winters 2011).

26. For example, evidence from a randomized experiment in Kenya (Dupas 2011) shows that provision of information on the relative risk of HIV infection by partner age led to a 28 percent reduction in teenage pregnancy. Moreover, self-reported data on sexual behavior suggested substitution away from older (and hence riskier) partners and toward same-age partners. In a similar vein, Jalan and Somanthan (2008) use a randomized evaluation to show that informing households that their drinking water is contaminated increases the probability that they will begin purifying their water. In Bangladesh, households that were informed that their well water contained unsafe arsenic levels generally switched to a safer well (Madajewicz et al. 2007).

27. In general, the evidence on the impacts of stand-alone microfinance programs is ambiguous. Mcknelly and Dunford (1999) find that microcredit services bundled with education in Bolivia are associated with improved anthropometrics including weight for height, as compared to the control group. Mcknelly and Dunford (1998) find that microcredit in Ghana improved food security and that child weight-for-age and height-for-age were positively and significantly impacted, though
no significant impact was found for maternal nutritional status. Hamad and Fernald (2012) find longer microcredit participation in Peru associated with higher BMI, hemoglobin levels, and improved food security. Pitt et al. (2003) find that providing credit to women in Bangladesh significantly improved health outcomes of both boys and girls, but credit provided to men had no significant effects. On average, a 10 percent increase in credit provided to women led to an average increase of arm circumference of their daughter and son by 0.45 centimeters and 0.39 centimeters, respectively, though no impact was found on BMI. Smith (2002) examines effects of health tie-ins (akin to conditional) and credit-only (akin to unconditional) microcredit services in Ecuador and Honduras, and finds participation in both countries significantly increased subsequent health visits, with some effect on good health practices.

28. I would like to thank Jacobus de Hoop of the UNICEF Office for Research for pointing this out.

29. Burnham et al. (2004) find that the mean monthly number of new health-care visits increased by 53.3 percent after fees in Uganda were discontinued, while the increase was 27.3 percent among children under age 5. Immunizations, antenatal clinics, and family planning all increased, despite these services having always been free. Lagarde, Barroy, and Palmer (2012) find that removing user fees for primary health-care services in rural districts in Zambia and for children over five years old in Niger increased use of services by the targeted groups, though the impact of the policy change differed widely across districts. Evidence from Rwanda shows that removal of user fees led to 0.6 additional curative care visits per capita (Dhillon et al. 2012). Lagarde and Palmer (2008) review 16 studies on the effects of user charges on uptake of health services; their findings suggest that removing or reducing user fees increases the use of both curative and preventive services, though eliminating fees may negatively impact service quality. Meanwhile, increasing fees reduced the use of some curative services. Cohen and Dupas (2010) randomized the price at which prenatal clinics sell antimalarial bed nets to pregnant women in Kenya, finding that charging a price can dampen demand very considerably.

30. Other studies include research on the promising but complex Zimbabwe Harmonized Social Cash Transfer Program (HSCT), which targets ultra-poor and labor-constrained households. An RCT examining both conditional and unconditional components showed the program raised vaccination rates, albeit modestly (Robertson et al. 2013). (A caveat is that some of those without conditions apparently learned about and followed them, so this study’s conclusions as a conditions versus cash analysis must be interpreted with caution.)

31. There is historical evidence that CCTs have been effective over the lifespan in the United States (Aizer et al. 2016). A CCT program would be similar to one preventing school dropouts, though in part targeted to different populations and ages, and may be best to keep separate. Note also that it is intended that any conditional transfers would be provided in addition to transfers available from existing programs such as TANF, in part because many of the poor may have difficulty achieving the targeted goals due to the “cognitive taxes” they face (detailed in the next section), among other reasons.

32. Suicide is the second-highest cause of death in all of the age ranges 10–14, 15–24, and 25–34, so this statistic is not the result of a concentration of the problem in just a narrow age range.

33. For current data see NIMH (2017).

34. References to this literature may be found in Dean, Schilbach, and Schofield (2018, §§3.1).

35. The study participants were studied for one year, so it is not clear if some study participants returned to criminality after that point.

36. ROSCAs represent a small, informal, and time-limited savings and loan association, lasting for at most a year. Each participant contributes the same amount of money into a pool at each regularly scheduled meeting; at each meeting one participant receives the full pool, using it for any purpose they choose (such as school fees, buying a sewing machine, paying off another debt, or financing a party). This system gives participants access to a sum of money faster than they could accumulate individually by saving at the rate of their ROSCA pooling amount. Among other things, this institution reduces the risks of spending on impulse (or family pressure) before the larger amount can be saved, and then it can be deployed immediately for the intended purpose.

37. For identification, the authors exploit a program rule that established a maximum age for participation when the program was introduced, comparing outcomes at just the border of this age group.
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39. I would like to thank a participant at the Brookings Institution authors’ conference for suggesting this point.
40. For the report card and further detailed state-by-state reports, see ASCE (2017). Note that the membership of the ASCE, founded 1852, includes some 150,000 “civil engineers in private practice, government, industry, and academia who are dedicated to advancing the science and profession of civil engineering” (1).
41. One of the effects could be an increase in land prices.
42. For an excellent example of inclusive growth diagnostics applied to Bangladesh that includes a key role for infrastructure, see USAID (2014).
43. Early 1990s three-gap models were perhaps the beginning of this literature. See Bacha (1990) and Taylor (1994).
44. Datta (2012) applies a difference-in-difference estimation strategy on World Bank Enterprise Surveys for India (2002 and 2005 rounds) to identify the effect of infrastructure quality on input inventory usage. He finds that firms in cities that were affected by the highway project faced a reduction in stock of input inventories of 6–12 days’ worth of production. Furthermore, these treated firms were more likely to change their primary input supplier, indicative evidence on reoptimization of supplier choices, after establishment of better-quality highways. Finally, firms in treated cities also faced lower transportation obstacles to production, while firms in control cities reported no such change. For an overview of the analysis of household surveys, see Deaton (1997).
45. Shifts in capital–labor ratios represents a structural change in the production process. Interestingly, the authors’ results suggest that the shift away from labor-intensive occupations also had the social benefit of children staying in school for an estimated two additional years.
46. These were proxied by increased population density, agricultural productivity, and night lights as observed by satellite.
47. Bosker and Garretsen (2012) examine whether economic geography can help explain differences in economic development between countries in sub-Saharan Africa. In doing so, they first construct yearly measures of market access over the period (1993–2009) for each sub-Saharan country, using manufacturing export data to estimate the impact of market access on GDP per worker. They find that market access is an important determinant of economic development, estimating that a 1 percent increase in a country’s market access is associated with a 0.03 percent increase in its GDP per worker. Their analysis suggests that most of the impacts they identify are driven by access to other sub-Saharan markets.
48. Jedwab and Storeygard (2018) conclude that the positive effects are “driven primarily by access to domestic cities, and ports,” which they in turn argue is suggestive of a role played by roads in providing “access to overseas markets” (4).
49. Interestingly, Chandra and Thompson (2000) conclude that the U.S. interstate highway system causes a shift of economic activity toward newly connected counties, away from unconnected ones. They find that there may even be no net positive benefit, but potentially increased inequality across regions.
50. In the economies of many countries, sector-based clusters (also called industrial districts) play prominent roles (Piore and Sable 1984; Porter 1990). This is clearly true in the United States for high-tech clusters, the most prominent example being Silicon Valley, but is also found in most urban areas; industrial districts in more-basic production sectors are also common in developing countries. China is perhaps the most important contemporary example (Fleisher et al. 2010; Huang, Zhang, and Zhu 2008; Long and Zhang 2011; Ruan and Zhang (2009). High school graduates—at least after attending community colleges—can learn basic technical skills such as routine lab work that are needed for many clusters to thrive. The potential role of encouraging sector-based clusters is another proposed research priority on infrastructure for lagging areas; this may build on area industrial extension services. See the chapter in this volume by Baron, Kantor, and Whalley (2018).
51. The summary perspective in this paragraph is based on discussions with Remi Jedwab of The George Washington University; he deserves credit for any insights, but is blameless for any misinterpretations.
52. I would like to thank a participant at the Brooking Institution authors’ conference for suggesting this point.
Complementarity may lead to multiple equilibria, and consequently to the need for investment coordination. For a broad introduction to these topics see Todaro and Smith (2014, chap. 4).

Countries for which household datasets were used in studies reported or drawn on in this chapter include Argentina, Bangladesh, Bolivia, Brazil, Chile, China, Colombia, Dominican Republic, Ecuador, Ghana, Honduras, India, Indonesia, Jamaica, Kenya, Liberia, Madagascar, Malawi, Mexico, Nicaragua, Niger, Pakistan, Peru, Philippines, Rwanda, Serbia, South Africa, Sri Lanka, Turkey, Uganda, Zambia, and Zimbabwe. A few of the studies drew on data from multiple countries beyond those listed here.

It is possible that an implicit ethnic bias, along with a socioeconomic class bias, plays a role in this, as with some other policy disputes; this bias will not be easy to address (Currid-Halkett 2017).

See Wilkerson (2010). It may also be connected (at least preunionization) to regions with monopsony power in the North and Midwest.

This specific formulation is taken from Todaro and Smith (2014, 86), which is an expansion of definitions in the work of Douglass North (1990, 1991), and draws from Rodrik (2007) as well as Acemoglu and Robinson (2005, 2012).

Regarding extraction as literal mineral mining and drilling, the problem is related to the resource curse, or the natural resource trap (Collier 2010). Resource extraction–based economies tend to have very high inequality; inequality, especially inequality of opportunity, is associated with poor economic performance (see e.g., Ostry, Berg, and Tsangarides 2014). More informally, the resource curse ideas have been connected to coal and other mineral extraction in Appalachia (Griswold 2018).

In general, more than one set of institutions can achieve these features, but they share protective rules in common; see e.g., Rodrik (2007). The provision of basic social insurance and assurance of predictable macroeconomic stability is also sometimes included in key institutions.

One such measure is the squared poverty gap, known as $P^2$, used by USAID and the World Bank; an introductory presentation and discussion is found in Todaro and Smith (2014, chapter 5).

The UNICEF child-poverty report card found that U.S. child poverty increased by 2.1 percentage points to 32.2 percent between 2008 and 2012 (UNICEF 2017). In 2012, 24.2 million children were living in poverty, a net increase of 1.7 million from 2008. Among all newly poor children in the OECD and/or EU region, about one third are in the United States. In 2013, 15 percent of youth in the United States were not engaged in education, employment, or training—an increase of 3.0 percentage points since 2008, the highest increase among all OECD countries. Child poverty increased in 34 states from 2006 to 2011. The largest increases were in Hawaii, Idaho, Nevada, and New Mexico. However, in absolute terms, a large number of children fell into poverty in California (221,000), Florida (183,000), Georgia (140,000), and Illinois (133,000). On the other hand, Mississippi and North Dakota saw notable decreases. A wide range of additional data and references on child poverty are reported in Alston (2018).

For an overview of the connections between region- and identity-based inequality and conflict, see Todaro and Smith (2014, §14.5).

Bureau of Labor Statistics (BLS) data show that the unemployment rate in the United States fell to 3.9 percent as of August 2018 (BLS 2018). In absolute terms, the number of unemployed workers has fallen to 6.2 million. On the other hand, the labor force participation rate has remained fairly stable at 62.7 percent.
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