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Abstract

We show that the effects of financial conditions erahetary policy on U.S. economic
performance depend nonlineady nonfinancial sector creditvhen credit is below its trend,
an impulse to financial conditions leads to improved economic performance and moneta
policy ransmission works as expect&y. contrast, when credit is above trend, a similar
impulse leads to an economic expansion in the-tezar, but thera recession in later quarters
In addition, tighter monetary policy does not lead to tighter financial conditions when cre:
above trendrd is ineffective at slowing the economy, consistent with evidence of an
attenuated transmission of policy changes to distant forward Treasesyin higkcredit
periods.These results suggest that credit is an important conditioning variable forebis eff
financial variables on macroeconomic performance.
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1. Introduction

The global financial crisis highlighted tiraportance of credit and financial conditions on the

dynamics of macroeconomic performantkis phenomenon is not neiempirical crosscountry
studiesfind that private nonfinancial sector credit and asset prices are early warning indicators of
recessions andrfancial crises (Borio and Low2002, Schularick and Taylg2012, Drehmann

and Juseliug2015). In addition, high credit growth and asset bubbles combined lead to

significantly weaker economic recoveries (Jqr8ahularck and Taylor2013). The consequences

of financial crises can be sevéReinhart and Rogoff (2009)ith estimates of the sbof the
20009e pi sode in the United States r aamdJargargg f r om
there isapermanent loss in output following the financial crigigk{nson, Luttrell, and

Rosenblun{2013).

As a resultresearchers armblicymakers have beeatevelopingmeasures of thignancial
vulnerability oftheeconomy, such asxcessonfinancialsectorcredit orleverageof the financial
systemi often referredtoasma cr of i nanci @driani Cownitb, and hiang2@19)0o
Whenmacrofinancialmbalances are high, the economy is seen as more feagileess resilient to
adverse shocksThe Basel Committee on Bank Supervisf@f@10)has encouragkusing excess
privatenonfinancial credifis ameasure oéxpecteduture losses to the banking system, and
assigns thisndicatoran important role isetting thenewcountercyclical capital buffer
Researcheralsoareaddng measures dinancialimbalanceto macroeconomienodels which
have traditionally lacked @le for them(Brunnermeier and Sannikov (2014))

In this paper, w use a thresholkctor autoregressiomYAR) model tostudytheinfluence of
privatenonfinancial credit in thdynamicrelationship betweefinancial conditionandmonetary

policy andmacroeconomic performancetime U.S.from 1975 to 2014Specifically, we examine

the role of private nonfinancial credit in conditioning the responsieedf.S.economy to impulses

to financial conditionsand monetary policy\Because much of the pestsis literature has focused

on the proposition that high levels of imbalances leave the economy more vulnerable to negative
shocks, we test for nonlinear dynamics by dividing the sample into periods of high and low credit

2



We usea broad measure of credit to households and nonfinancial businesses provided by banks,
otherlenders, and market investow¥e follow conventional practic® measue high creditby

whenthe credit gaffcreditto-GDP ratio minusits estimated longun trerd) is above zer¢see

Borio and Lowe (2002, 2004); Borio and Drehmann (2088Y) alternatively by whenmulti-year
growthin the credito-GDP ratio is abovés average

To incorporate financial conditions, we construéihancial conditions index (FCHombining
information from asset prices and rprnce termssuch as lending standardisr business and
household credifollowing Aikman et al (2017)in studies of monetary policy transmissi&igIs
represent the easé credit accesswvhich will affect economic behavior and thus the future state of
the economy.In our paper, w interpret shocks tine FCI asreflecing factors such asme-
varyingrisk premiaof investors which may be determined by bank capt@ahstraing (He and
Krishnamurthy, 202), orendogenous reactions of financial intermediaries via vatuisk (VaR)
constraints to episodes of low volatility (Brunnermeier and Pedersen (2009), Brunnermeier and
Sannikov (2014 and Adrian and Shin (2014)or comparison, we also consider the excess bond

premium(EBP)of Gilchrist and Zakragk (2012)as an alternativeneasure ofinancial conditions

We find the bllowing resultsFirst, credit is ammportant channel by whidmpulses to financial
conditionsaffectthe real economyWe find thatpositiveshocks tdinancial conditions are
expansionary anigad to increases in real GPdecreases in unemploymeand increases in the
creditto-GDP gapMost empirical papers havecused on either credit (Schularick and Taylor,
2012) or financial conditions (Gilchrist and Zakrajsek, 2012), but not both.

Second, the effect of impulses to financial condition®idinear.In specifications that permit
different dynamics dependiran the level of the credit gafie expected expansionary effects
from apositiveimpulse to financial conditions are evident when the cited@DP gap is low.
However, when the credio-GDP gap is high, initial expansionary effects dissipate butttead
further increases in cregiwhich, in turn, lead to a deterioration in performainckater quarters
That is,consistent wittthe credit boom literature, we find thabresustainectredit growthis

followed by a sharpezconomic contractigrbut only wherthe credit gap is already high.



Thisresulthighlights a distinctionbetween the effects accommodativéinancial conditions and

high credit The aedit capis less volatile than, angacs with a lag tg financial conditionsWhen

credt growth is sustainednd the credit gap buildsellowing looser financial conditionshe
economybecomes more prone gorecessionperhaps because households and businesses are more
fragile as a consequence of their leveradges importance of credior macroeconomic dynamics

holds whether we ugbefairly broadFCI described abover one narrowly focused on risk premia

in corporate bondsuch as th&BP.

Third, we find thatthe monetary policgtransmission channel also is nonlinear gades with the

credit gap. When the credit gap is low, impulses to monetary policy lead, as expected, to an
increase in unemployment, a contraction in GDP, and a decline in credit. However, when the credit
gap is highatightening inmonetary policydoesnot leadto tighterfinancial conditions, as

expected, and ham effect on oygut, unemployment, and credfthis looseningof asset

valuations and lending standards when credit is Wgtks against the contractionary effecttbe

monetary policy shock

We investigate further why monetary policy transmission is attenuated in high credit gap periods.
Following Hanson and Stein (2015), we use Higiguency data to identify monetary policy

shocks and decompose the transmission by maturity to Treamuolyykelds. They argue that the
apparently excessive movesforward rates at far horizons in reaction to monetary policy shocks
can be attributed to a class of investors requiring steady income streams who remove duration by
selling longemmaturity Treasuries following a shedrm rate increase, leading toiacrease in far
forward yields and in the term premium. We test whether the transmission of monetary policy to
forward Treasury rates differs significantly between high and low credit gap periods, and find there
is lessimpactin high creditgap statesThisfinding is consistent with investors making fewer
adjustments to holdings of Treasury securities when there are ample credit pavdiatse to

investorgto earnadditional yieldwhen the credit gap is high.

We conducted argenumber of robustnedssts.Importantly, our results are robustusing the
EBP as aralternativefinancial conditions indicator and an alternative ordering of the FCI and

monetary policy shocks in the TVAR. The results also are robuséésuring high credit periods
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usinggrowth in creditto-GDP computed over long periods, such as eight yedtexnative

measures of excess credit, including a specification with the (log) level of, oregsing potential
rather than actual GDi#® calculate the credit gapn addition,we evaluate whethéhe

nonlinearities in economic performancaymreflect factorotherthan credit, sich as whether

financial conditions are tight or loose, but find that the nonlinear effects are related to loose
financial condition®nly when credit iigh, reinforcing our findingtghatcredithas an

independent role in explaining performan€aur empirical analysis, however, does not explain
whatleads to credit booms and bustsut to document nonlinear effects of financial conditions and
monetary plicy conditional on the credit gap or growth in crediGDP. These empirical results

can be useful for structural models that could link credit to financial conditions or monetary policy,

and allow for nonlinear effects of shocks to economic performbased on credit.

Overall, this paper is the first to document the joint nonlinear dynamics of ¢realitgial

conditions,and monetary policy transmission, adding to other studies that have identified a role for
shocks to credit aggregai@sset pricesor investor risk sentimemd contribute @ business cycle
fluctuations.Our results are consistent with an intuitively appealing story in which an impulse to
financial conditiongvhen credit is higlstimulates economic growth, but alseertime stimulates

even moréorrowing by households and businesseslleaves the economy vulnerable to a shock
and negative spilloverprecipitatirg a recessiorHigh creditalsointerferes with the monetary

policy transmission mechanis@ne possible@xplanationas described above, is that higledit

periods also feature ample credit products, attenuating the need feoy@ited investors to

adjust the duration of their portfolios in reaction to changes in-ghrt rates.

Our paper igelatedto seveal strands of the literatur@ur empiricalresultthatprivate
nonfinancialsectorcredit and not jusfinancial conditionsmatters for real activity and

employment in the U.Supportghe literature on the role afedit given asymmetric infmation

in business cycles, starting with Bernanke and Gertler (1888over, in models with collateral
constraints and pecuniary externalities, an ec
collateral and leads to excessive borrowing, whanh result ilmoreborrower defaults when asset

prices fall and thus sharper economic contractions (Bianchi and Mendoza (2011), Jeanne and
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Korinek (2010)).In addition,individuals do not consider the effects on aggregate arediégative
spillovers of tleir defaultsvhen they make their borrowing decisions (as suggested in a model by
Korinek and Simsek2014)).

Ourfindingsalso are consistent with other empirical studies that simamcialconditionscan
affect macroeconomic performaneejen frictions lead tborrowing being driven by changes in
the supply of credit (see Lop&alido, Stein, and Zakrajsek (2015), Mian et al. (2015) and
Krishnamurthy and Muir (2016))Adrian, Boyarchenko, and Giannone (2016) document that
financial condiions canforecast downside risks to GDP growfhihese papers look at financial
conditiors, mainly risk spreads and lending standards, which can vary with binding capital
constraints of financial intermediaries, but do not separatetyiorate nonfinanal credit.Jorda,
Schularick, and Taylor (2013) show that the severity of recessions following credit booms is
greater if ther@lsohad been an increase in equity prices or house prices, but they do not
incorporate monetgpolicy in their estimationdBy contrastBrunnermeier et al (2017) find that
creditexpansionslo not have independent effeoh economic performangasteadthe

contractionghat follow credit expansioreflectmonetary policy and financial conditians

Our paper is also related to tgeowingempirical literature that findhat transmission channels

for financial conditionsnay operate differently depending on underlying condsti@ur finding

that the strength of theonetary policy transmissioraries deending on the level dhe credit gap
adds to a growing literature omonetary policyand creditUsing firm-level data, Ottonello and
Winberry (2017) find that the level and distribution of business debt affect the monetary policy
transmission mechaniswijth more indebted firms using the opportunity afforded by a decrease in
rates to pay down debt rather than invest. In an aggregate study focused on household debt,
residential investmenpand house priceélpanda and Zubairy (2017) find that the tramssion of
monetary policy is attenuated in periods when household debt islhigieldition, Hubrich and
Tetlow (205), using a regime switching model, find that the effects of monetary policy are

relatively weak when the economy is in a financial cstide

The ineffectiveness of monetary policy in a high credit gap state also is relevant for evaluating the
use of monetary policgr macroprudential policie® reduce vulnerabilities and future crises
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Recent work on financial and macroeconont&bgity emphasize the welfare benefits of separate
roles for macroprudential policies to manage credit growth and financial sector resilience, while
monetary policy should focus on price stability and outButéts (2014)Svensson (2016), see
Adrian andLiang (2016) for a survgyOur results show the importance of successful
macroprudential policies for effectiveonetary policy transmissioiihey may also suggest that if
macroprudential policy is ineffectivieeither because macroprudential policiesrareused or

tighter standards for regulated firms push activities into unregulatedifiaingreventing excess
credit buildups,monetary policymakershouldconsidermpotentialdownside risks to output from

high creditlevels

The remainder of our papis organized as follows: in section 2 we describe our data and
specification; in section 3 we characterize the dynamics of the system with respguilges to
financial conditions based on the credit gap and credit grdw#ection 4, we charactegizhe
transmission omonetary policyn low and high credit stateSSection 5 describes some robustness

tests andection 6 concludes.

2. Data and Specification

In this section we descrilibe data, particularly the construction of dimancial conditions
measurethe creditto-GDP gap and credito-GDP growth Our outcome®f interestaresubpar
economigerformancé contractionsn GDPandincrease theunemploymentatei ratherthan
full-blownfinancialcrises.Thisis becaus¢herearerelativelyfew financialcrisesin theU.S.data
sincel975.0f thefive U.S.recessions thatperiod,only the2007to 2009episodés definedto be
a financialcrisisby ReinhartandRogoff (2009). Thewaveof bankfailuresthatbegann 1984and
culminatedn 19881992with thefailure of almostl,600depositoryinstitutionsassociationbas
alsobeenlabelledacrisis(seeLaevenandValencia(2012)), suggestinghatperhapsthe 1990
recessiortouldalsobeassociateavith afinancialcrisis. Jadaetal. (2013)find thatroughly30
percenbf recessions their sampleof 14 advancedeconomiesrom 1870to 2008involve financial

crises.



2.1 Credit-to-GDP measures

We follow the literature in defining the credd-GDP gap as the difference between the ratio of
nonfinancial private sector debtnominalGDP and an estimate of its trend, designed to be-slow
moving. This definitionof the credit gajis consistent witlthe Basel 11l recommendation for

evaluating credit excesses for implementing the countercyclical capital buffer.

As shown inFigure 1, the credito-GDP ratio since 1975 shows two distinct builaks: the first
starts in the early 1980s and ends inrgwession of 199091; the second starts in the late 1990s
and accelerates for a sustained period until the Great Recession. Even after falling significantly

from its peak in 2009, the level remains elevated relative to previous decades.

The estimated gaghe ratio less a trend estimated with a HP filter with a smoothing parameter of
400,000, shows a similar pattern over history, with peaks ahead of the recessions3if a8€0
200709 (middle panel) The gap we repartonsistent with the Basel Ill recommendatiisn,

based on final estimates of crettitGDP.!

A concern with using measures based on cited@DP is the upward trend in the ratio. As an
empirical matter, this is dealt with by focusing on the gap veisipect to an estimate of the trend
designed to be slow moving. As a theoretical matter, the trend is often ascribed to financial
deepening, as credit markets have evolved to make loans more accessible to previously unserved

households and businesses.

As shown in thébottompanes of Figure 1, household credit has nearly doubled since 1975, while
the increase in business credit has been more maagisating therend appears to be driven
mainly by tie growth in household crediiousehold credit rose bobecause of the extensive
margini more households became homeowiiesad the intensive marginexisting homeowners

took on more deltOn the extensive margin, the homeownership rate alspfrose64.0

! Reattime estimates provided an earlier warnihgn final estimatesind showed the sustained increase starting
earlier during the mid990s (see Edge and Meisenzahl (2D11)

2These increases are dueatoombination of public policies, including the tax advantage of mortgage debt and the
funding advantage enjoyed by the housiatated governmergponsored enterprises, Fannie Mae and Freddie Mac.
The share of mortgage credit funded by Fannie and Feeptdiv from 12 percent in 1975 to roughly 60 percent in
2014. (Financial Accounts of the United States, table L.218.) The GSEs faced lower capital charges for funding
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in1990:Q1 to a peak of 69.2 in 2004:Q4 (sitlwen it has fallen steadily, returning to its 1990
level).

In addition, the buseholcandbusinesgreditto-GDP gapshighlightthelower frequencyof cycles
in thehouseholctreditgaprelativeto thebusinessredit gap,aswell asthedifferencesn amplitude

of changes.

Given some uncertainty about tbgtimatedrend in credit, we also use growth in the créolit

GDP ratio as an altertige to the credito-GDP gapln particular, we focus on cree-GDP

growth for eight year§32 quarters)log (creditto-GDR) T log (creditto-GDR-3») relative to its

mean roughly themaximumlength of the average business cycle, rather than growth over shorter
periods. Longer periods captuustained credgrowthrather tharshorter periodsvhich may be
noisier signalof build-ups of excessredit This measure alss ¢loser in spirit to Schularick and
Taylor (2012) and Jorda, Schulzriand Taylor (2013) which look at growiinthe ratio of bank

loans tathe nonfinancial sector to GDRrom trough to peakrelative to its mearin our empirical
analysiswe consider sometheralternative measures well including the level of credit rather

than its gap to a trerehd the credito-GDP gap based on potential GDP
2.2 Measures offinancial conditions

Financial conditions indexeme summary measures of the ease with vharrowers can access
credit. Theyhave been found to help poedict futureeconomic growthEnglish,et al(2005 show
that loosefinancial conditions lead tlower output gaps at four quartesnd eight quarters

ahead.

FClstypically incorporatébothprice and nospricemeasured-igher asset vahtionsrelative to
historical averages may refldotwver risk premiaand greater riskaking behaviarRapidly rising

real estate prica®lative to rentsre viewed by many economists as key sources of financial
fragility (see, for instance, Cecchetti (2008), lacoviello (2005), and J8atteularick, and Taylor
(2015)).2 I | 6 Ari cci a, | gsaaw thattheddind. staadardsn(derial r@t€s &nd loan

residential mortgages than did banks, and benefited as well from an implicit backstep by
U.S. government. For a discussion of the capital advantages enjoyed by the GSEs, see Hancock et al. (2006).



to-income ratios) deteriorated more when credit ghowas strong in 2000 to 2008thers have
emphasized the information in bond risk premiwmdnon-price measures, such the share of
nonfinancial coporatebond issuancthat is speculativgrade(Stein (2013b) and Lope3alida

Stein, and Zakrajsef2016)). According to this view, when risk premiums are unusually low there
is a greater probability of a subsequent rapid reversal, which may be as$adthtsignificant
adverse economic effects. Brunnermeier and Sannikov (2014), among loétverargued that

high asseprices andow volatility may spur risk taking, with the potential for a destabilizing

unraveling wherpriceseventuallyreverse

Our FCI captures borrowingonditions for both businesses and householdsisdrased on a
consistent set of variables for testimation periogtarting in 1975In contrast, ranydo notstart
until the 1990gsee Aramonte et al, 201Tj) is constructed byakingthe weighted sum of
normalized time series relatedassetaluations and lending standards different sources of
business and household credite overallndexis then a weighted average of the standardized
index forthe twosectors' this is in the spirit of the methodology in Aikman et al (201TMe

components of each sector are:

(1) Business sectoithe S&P 500 pricesarnings ratido measureorporate sectoraluations
the BBBrated corporate bongeld to Treasuryield; theshare of nonfinancial corporate
bond issuance that is speculaty@de used to represent investor willingness to take risk
(Stein (20133)LopezSalido, Steinand Zakrajsek2019; the index of credit availability
from the National Federation of Indepéent Businessurvey of small businesstscapture
credit conditions for such borroweemdgrowth inrealcommercial real estate price

represent commercial real estate valuations

(2) Householdsector the residentiahouseprice-to-rent ratioto represent house price
valuationsand lending standards for consumer installment loans from the Senior Loan
Officer Opinion Survey (SLOOSD represent banks willingness to provide loans to
household¢gDe | | 6 Ari cci a, Il gan and Laeven (2008)).

To link to the existing literaturave compare ouFCl to the EBP, which isbased on corporate
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bord prices A higherFCl value represents looser financial conditions, representing greater
willingness to accept riskBoththe FCI and the negative of EBfe top panel ofigure 2) are
more volatile than the creeib-GDP gapand show more cycle$hebusiness credit componeuit
our FCInot surprisingly is quite similar to the EBP, althotiigrecovers somewhat more slowly
after the 1990 and 20d3 recesions because it also includes credit conditions for small
businesses, whereas the EBP is based on only putshclgd corporationg.he noncorporate
nonfinancial business sector, a proxy for small businesses, represettigdoéthe nonfinancial
budness sector credit. Our FCI alsgflects changes inouse prices anasidential mortgage

credit availability which ha cycles distinct from corporate asset markets.

The contemporaneous correlatiortlod FCl andthe creditto-GDP gap is low, but the data show
thatit tends to leadhe creditto-GDP gap(Figure2, middle pangl This lead structure suggests
that strondinancial conditiongend to create the conditions for a period of a high credit ap.
illustratethe leading properties of the FCI for the cradiGDP gapwe conduct an owf-sample
forecast exercise. In this exercisge compare the accuracy of the cradGDP gap forecasts
obtained through a bivariate VAR for the cremtGDP gap and thECI with the accuracy of the
forecast obtained with two alternative AR modelfiebivariateVAR is estimated with nine lags,
in order to capture thmaximumcorrelation between the FCI and credtGDP gapat nine

guartersThealternativeAR modelsfor the creditto-GDP gapare estimated with one lag, to

control for parametersd proliferatiotobgd hat

comparable to the bivariate VARLhe f orecasts are obtained
recursively. The first estimation sample 19750Q1 t01982Q1 in order to obtain the 1Quarter
ahead forecast fdr985Q1. The last estimation sampleli875Q1 t02014Q3 in order to obtain
the kquarter ahead forecast 014Q4. The forecast accurgds therefore evaluated on the
samplel985Q1 t020140Q4.

The table in the &ttom panel of Figur@ reports the ratio of the root mean squared forecast errors

(RMSFB of the VAR(9) to theRMSFEof the AR(1) and the AR(9) for-14-, 8-, and 12quarters

3The correlation of our FCI and (negative) EBP is .3Be correlation of the business component of our FCI and
(negative) EBP is .41.
11
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ahead. Values below one indicate thia VAR performs better than the competing modféé test
the equality of forecast accuracy with the Diebold and Mariano (1995) test. As,sradues are
significantly below one in all comparisons, indicating ¥R outperforms the competing models
at each horizonThese resulthighlight the forecasting power tfe FCI for the creditto-GDP gap

in future quarters
2.3Sample statistics

Table 1 gives sample statistics the variables in our systerfihe table repoststatistics for

periods when the credib-GDP gap andrCl are above or below their mearkr each measure, in
periods when it is high or low, the table gives the level and quarterly change in the unemployment
rate, real GDP growth, inflation, and theééand quarterly change in the average effective federal

funds rate.

When the credito-GDP gap is low, real GDP growth and the inflation rate are higla@rin

periods when it is highzurther, in these low periods, the unemployment rate is fallinghenfi:d

funds rate is increasing, suggesting such low periods occur near business cycle peaks. In contrast,
periods of when the gap is high are associated with lower economic growth, low but rising
unemploymentand loosening monetary policy, suggestingtthey occur near business cycle

troughs.

This pattern is in contrast with that fie FCI Periodswhen theFCl is low (indicating financial
conditions are tighter than averageg associated with worse overall economic performance: the
unemploymentate is higher and risingnd real GDRjrowth is significantly lowerMonetary

policy appears to be easing in these periods, with the effective funds rate &allenggrage, in

such quarter2ut another way, periods of hifiC| are associated with good economic
performance- higher real GDP growth and falling unemployment.

Given our focus on the interaction of the effectiveness of monetary policy with our vulnerability

measures, we repdrt Table2 the number of quarters in vah the effective funds rate rosefell

by 25 basis points or more, conditional on whether the ete@DP gap othe FCI is high or

low. One concern would be if the subsample in a high or low value of a measure contained too
12



few easing or tighteningpisodesOverall, for boththe creditto-GDP gapandFCl, there are a
reasonable number of quarters in each of the categories of easing, tightening, or urfcRanged.
example, when the crediv-GDP gap is either high or low, the distributions of changehe

federal funds rate across decreased, unchanged, and increased is roughly equal.
2.4 Specification

Our primary goal is to characterize the effect of shocklkd&Cl and its effects on credit and
economic performancandto evaluate whethehese effects differ depending on whettier

creditto-GDP gaps high or low, or whether credib-GDP growth isabove or below average.

We characterize these effects using threshold vector autoregrg3siéiRs) estimated on

guarterly U.S. macro datarting in 1975:Q1. We estimate the TVARs using Bayesian techniques,
following the estimation strategy proposed by Giannone et al. (2015) that is based oeoatedso
Minnesota prior, first introduced in Litterman (1979, 1980). This prior is centertdteon

assumption that each variable follows a random walk, possibly with aifitiife (variablesare not
stationary); this reduces estimation uncertainty and leads to more stable inference and more
accurate oubf-sample forecasts. As is standard in titesature, we report the 16th and 84th
percentiles of the distribution of the impulse response funcfldnisg (2005),Giannone et al.

(2015).

Our baseline specifications contain the following variables:

100 x logarithm of real Gross Domestic Prodi@&bP)

100 x logarithm of the BP deflator

Unemployment rate

The creditto-GDP gap

Financial conditions (FCijlefined so that higher values indiciieser financial conditions
and higher investor risk appetite

1 Federal funds rajeffective, per annur(FFR).

= =4 =4 -4 -9

Following Giannone et al. (2015), real GDP and the GDP deflator enter the models in annualized

4 For the entire sample, the effective funds rate fell 25 basis points or more in 41 quarters; changed less than 25 basis
points in absolute value in 70 quarters; and rose 25 basis points or more in 46 quarters.
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log levels (i.e., we take logs and multiply by 4), while the rest of the variables are defined in terms
of annualized rates, and therefergerin levels? In all instances we use nine lags of the vector of
dependent variablewhichallows us tacapture théeadlag relationshipbetweerthe FCland the

credit gapwhich hasa maximum correlation atine quarters.

In computing impulse response functions,identify shocks using a Cholesky decomposition.
When identifying monetary policy shocks, monetary policy is assumed to be able to react to risk

appetite shocks in the same quarssrin Gilchrist and Zakrajsek (2012)

TheTVARs are estimated over disjoint subsamples with the thresholds determineccbsdibe
to-GDP gap We compute responses when glapis high (above itérend and when thgapis low
(below itstrend. This permits us to test for nonlinear dynamibstis, whether a shock tthe FCI
or monetary policyas a different effect in times of higkergsudow excess creditThus, our
baseline specification isB/AR based on the level afmeasurey (usually the credito-GDP
gap) which has a sample mean'of:

- \ E higte tif
po U AL U R e e it

wherew is the vector of endogenous variables described anmdeve define = 0.

3. Baseline Results

3.1 Financial Conditions and Credit

Figure3 shows the impulse response functigiid-s) with respect to shocks the FCl in asix-
variablelinear systenthat includedoththe FCl and the credito-GDP gapWe identify shocks to

the FCl using a Cholesky decomposition in which monetary policy is permitted to react within the
same quarter as the shock=0I (asestimatedn Gilchrist and Zakrajse{012). Real GDPrises

and the unemploymendte fallsin response ta positive impulse tthe FC| with theresponses

peaking about eight quarters after the shdtle creditto-GDP gap rises, responding more slowly

5 The impulse response functions are instdaglayed in basis points; thereforeal GDP and GDP deflator are
divided by 4 and multiplied by 100, while the other variables are simply multiplied by 100.
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than GDP and unemployment, peaking about 16 quarters after the Bhdbler out, 20 quarters
from the shockthe economyleteriorate with GDP contracting and unemployment rising.
Includingbothfinancial variablesn the systenielps to clarify the dynamicsa: positive impuls¢o
financial conditions stimulates economic actiylyt also leadsver timeto a build-up incredit
and, ultimately, subpar growtknglish et al (208) showed a stimulative effect on GDP from
looser financial conditions, but theljd not include the credib-GDP gap aneffectsbeyond eight

quarters

We next examine whether the response okttemomy to a FCI shock varies depending dret

level of the credito-GDP.This question is motivated lijepostc r i si s | i teratureds
proposition that high levels of imbalances leave the economy more vulnerable to negative shocks

To do sowe estimate the model after dividing the sample into two pamsenthe creditto-GDP

gapis above and belowera This specification permitsonlinear dynamics to emergghe results

are shown irFigure4.

When the credit gap is low (blue lineshocks to the FAead toan increase in output, inflation,
and a decline in unemployment; moreover, the cteei@DP gap increases modesily.contrast,
shocks to the FChia high credit gap environment (red lingsgult in a significantly larger
increase irthe creditto-GDP gapthan in a low credit gap on&nd while there is a boost to
economic activity in the short term, GDP contracts and unemployment increases after about twelve
guartersThese results suggest that a positive shodiknamcial @nditionsthat occursn a high
credit gap environmemeneratsan intertemporal tradeoffactivity expands in theearterm, but
an increase in indebtedness that results from the expanaipsow the seeds for weaker
economic performance in subsequent peribdsontrast, ahock tofinancial conditionsn a low
credit gap period does not suggest the same costs antemigoraltradeoff for economic
activity. These results suggest tlgiositivecredit gaps an indicator of macroeconomic

vulnerability, whch leaves the economyore prone to a recession.

The IRFs for a shock to financial conditions when credit is measured by grotutciredt-to-
GDPratio are shown in FigurB. Theresults are similar to those based on the cted@DP gap,
indicatingthe results areobust to alternative measureshagh and lowcreditperiods The
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nonlinear effects are consistent with Bauer and Grazienga (2016), who find that the effect of the
credit gap on the probability of a crisis 8 to 12 quarters ahead for a sample of 18 countries depends
on the intial level of the credit gaplheir paper, however, does not explore the role of financial

conditions on the credit gap.

We offer several alternative structural interpretations ofioancial conditionshock.First,
following He and Krishnamurthy (2012, 2013), this shock could reflect shifts in financial

i nter medi ar i e s-0ncengaguencegs,for thei Hiskaing kcapacity of the marginal
investor and hence risk premia. Second, following Brunnermeier and Pedersen (2009),
Brunnermeier and Sannikov (2014), akdrian and Shin (2014), it could reflect the endogenous
reactions of financial intermediaries via vakigisk (VaR) constraints to episodes of low
volatility. Third, following Christiano, Motto and Rostagno (2014), it could reflect episodes in
which the crossectional, idiosyncratic dispersion in investment project outsasperceived to
have changedn each of these models, increasenancial conditiondead to economic

expansions.
3.2Monetary Policy

We next turn to the role of monetary polieyydin particular its interactions with the credit gap.
Figure6 showsthe responses of the econotnya shock to monetary policy (identified using a
Cholesky decomposition) in onorlinear specificationvith thethreshold bsed on the credib-

GDP gapAs before, he blue lines show tH&Fsfrom the system estimated inNacreditto-GDP
gap periodsand the red lineew the IRFs in high credit gap period$iere are important
differences in thelynamicsof the systenin responsé¢o a monetary policy shock between high and
low creditto-GDP gap perioddVhen thecreditgap is low, the system reacts as expected: GDP
and prices fall aththe unemployment rate risésowever, when thereditgap is high, monetary
policy appears ineffectiveas eal GDP, prices, and the unemployment rate do not react
significantlyto the shok.

A proximate explanation for these different effects of monetary policy shocks appears to be related
to the behavior of financial conditionis particular, wherhe creditgapis low, the FCI falls
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following a contractionary monetary polispock, remforcing the tightening of monetary policy.
In contrast, whethe creditgapis high, the FChctuallyincreases following thenonetary policy
shock, acting as an offset to a contractionary effect of tighter monetary Mikcghow later (in

Section 5.1}hat the EBP behaves similarly to the FCI following a monetary policy shock.

Results for dhreshold based on growth in crettitGDP are smilar to those based on the credit
gap(Figure 7. Both sets ofesults suggest that the transmission of mopetalicy to the real
economy depends significantly oredit, through its #ects on financial conditiongnd the effects

are nonlinear

Our finding that the strength of the monetary policy transmission mechanism varies over the

financial cycle is constent with predictions from the large literature analyzing the role of financial
frictions in the monetary transmission mechanf{sgeBernanke, Gertler and Gilchrist, 1999)

Asymmetric informatiorbetween borrowers and lendgigesriseto acredit spread, premiumin

the interest rate paid by the borrower over and above th&eskate which depends invsely on

borr ower s Atightening imnoonetaty policy reduces profits and asset valupssieng

borr ower s dhisteads to amancrease .in the credit spread, which magnifies the decline in
real activity and increases the peeesSerteraednce of
Karadi (2015)or empirical evidence)t is plausible to expect the strengthlofit s &6 f i nanci al
accelerator o t dtwill ke wegak ifigoed) timésh states of the veorldshen

credit is freely avidable for households and firms aneé expecthe creditto-GDP ratiois high

and rising-- and strong irfibadtimesi states of the world wheborrowing constraints are

binding we expect credib-GDP to be low and falling.

This asymmetry also is a common finding in models where a credit channel is present, including
those that emphasize frictions in the financial interiamgdsector For instance, in Gertler and
Kar adi 6mode(, &rGagedcy problem between intermediaries and depositors generates an
endogenous O mar k airt onintermediam leverag¥/den this cosstraint binds,
the impact of a tightening in monetary policy is amplified by its impact on intermediary equity and
hence credit supply. This is also the case 1in
dynamicallyoptimizing banks engage in togity transformation, a consequence of which is that
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their profits and hence equity falls in response iglaening in monetary policyf risk-based

capital requirements are binding, then unless sanéable to issue fresh equity or reduce

dividends, theywill be forced to restrict lendinghese financial accelerator mechanisms are more
likely to act powerfully in bad times, when bank equity is scarce, than in good times, when banks

tend to be highly profitable.
4. Nonlinear Monetary Policy Transmissim

Weinvestigatdurtherwhy monetarypolicy shocksappeato havelittle effectwhenthe creditgap
is high,usinganalternativeidentificationstrategyandwith adifferent outcomevariable.In
particularwe analyzetheimpactof amonetarypolicy shockon governmenbondforwardrates,
following theapproachof HansorandStein (2015)(henceforthreferredto asii H S Wé use high
frequency datandtestwhethertheresponsef distantforward ratesto shockso shortermaturity
ratesdiffers betweerhigh creditgapandlow creditgap statesHS find that,basedn datafrom
1999to0 2012 forwardratesrespondsignificantly to changesn shorttermnominalrateson FOMC
days;theyfurtherfind thatmostof theresponsés drivenby movementsn forwardrealratesrather
thanin inflation. HS attribute themovements$o changesn termpremiumgatherthanto changesn
thepathof shortratesatdistanthorizons consistentwith fi r e fary e delthviorby investors
who prefercurrentincometo aholding-periodreturn.Whenmonetarypolicy changesjnvestors
adjustto mitigatethechangen currentyields;for examplejf policy loosens thesanvestors
rebalanceo longertermbondsto gainyield, which (in equilibrium) reducegermpremiums.

Conversey, if policytightensjnvestorsselllonga-termbondsandtermpremiumgise.

In contrasto HS, we areinterestedn determiningwvhethertheresponsef longer maturityyieldsto
monetarypolicy surprisess attenuatedh high creditgapperiods,thusprovidingamechanisnior
ourresultthatmonetarypolicy shocksdo notaffect GDP growthwhenthecreditgapis high. We
replicatethe HS analysisusingnominal governmentatesfor 1975to 2014,andestimate

regressionseparatelyor highandlow creditto-GDPgapperiods.

Weestimateghefollowing regression:

G wQ | (S R
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Wheref indicates the forward) the maturity anc indicates if the forward is of a nominal bork (
= $) or a real bondX = TIPS

Theestimatedetador theregressionareshownin thetop panelof Figure8 for nominalyieldsand
Figure9forrealyields( t he A Al | 0 9edxdctly eeplicates HSJog parakelism with our
other results, we use astimatiornperiodbackto 1975for nominalTreasuryyields(TIPSarenot
availablebefore1999). Theestimatedetasfor nominal forward rateare higherin thelow credit
to-GDP gapstatethanin thehigh creditgapstate and differencesarestatisticallydifferentoutto
eightyears? Figure9 for real yieldsalso shows significant differences in betas between low and
high credit gap periods for forward rats to roughly 7 years aheddnepossiblereasorfor why
the betadn high creditgapperiodsareloweris thatinvestorasvho wantto rebalanceheir portfolios
to gainyield whenshorttermratesfall havemoreopportunitiego increasecreditrisk for the
additionalyield in high creditgapversudow creditgapperiods andthusdo nothaveto extendtheir
durationrisk by asmuch.

5. Robustness Tests and Extensions

We describe a large number of robustness tests, including using EBP rather than FCI as a financial
conditions indicatoralternative measures of credit, and alédive sources of uncertaintyverall,
the robustness results support mterpretatiorthat the effects of financial conditions and

monetary policy on economic growth deperhlinearlyon credit.
5.1 Using EB° instead ofFCI

First, & an alternative to olCl, we use the EBP in theonlinear system with the sample divided
by the credito-GDP gapBecause higher values BEI correspond to greater risk appetite while
higher values of the EBP correspond to lower risk appetite, we use the nefj#tee&BP in our
estimationIRFs with respect to shocks to EBP and to monetary policy are shdviguires10

Differences between the betas for the high and low credit gap periods for the sample ®&&krtdter than back to
1999 are smaller in magnitude at closer horizons, but betas for both samples converge to about .4 at far distant
horizons.
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and1l1. Similarto ashock toFClI, a shock to EBIh a high credit gap stattimulates a large

enough credit boom to ultimately lead to a recesstihough the magnitudes of effects on GDP,
unemployment, and the credit gap are smditeaddition,monetary policy is ineffetive in high
creditgapstates even in the system estimated using EBP instd&dl.oAs with the FCI, the
(negative) EBP loosens following a contractionary impulse to monetary policy, suggesting our
earlier results that our results are not relagetthé construction of our FGDverall, our results are
robust to the use of EBP, which has been used often to predict economic performance, which

supports our conclusiahatof monetary policy ineffectiveness high credit gap periods.

In addition, ve follow Gilchrist and Zakrajsek (2012) in their EBP analysipladng theFCl
before the moetary policy rate in the TVAR-or robustness, avtested the specification with FCI
after the policy ratand foundesults were unchanged

5.2 Robustness to altenative specificationsof credit

The use of the credib-GDP gap raises certain questi@mout the underlying trendndwe have
shown already that the empirical results are robust to using-twe@DP growth(see Figures 5
and 7) We evaluate two other measures of cratijog level of credit (rather than a ratio to GDP
and the ratio of credit to potential GDP rather than actual, GB¢ause actual GDP falls in bad
times,andonemight be concerned that the causation runs fraresgons to higher credi-GDP
ratios.Figure12 shows theesults of an alternative spec#iion in which the credito-GDPgap is
replaced with the log level of credit outstandihrgorder to limit the number afhanges in
specfication, highandlow vulnerability periods are dieed relative to thereditto-GDP gapas
before As shownyesultsusing log level of crediare similar tathosewhen using the credib-

GDP gap: A upward shock t&Cl during either high olow vulnerability periods results
immediatelyin real GDP growtland a rise in creditn addition,the same shock in a high
vulnerability periodeventuallyresults inweakereconomic performance than in a low vulnerability

period consistent with the reks with creditto-GDP gapMoreover,a shock to monetary policy
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with the log level of credit yields similar resu(tsot shown}o those reported based on the credit
to-GDP gap’

Similarly, a shock td&=Cl when the credito-GDPratiois based on potenti&DP leads to very

similar results as when the ratio is basedcmal GDRnot shown)put the standard errors for

mog of the variables are largén a high credit gap state, the initial increase in GDP is followed

by weaker growth, Wich is considerably weaker than in the low credit gap state, though growth is

not significantly below zero.

In addition, we evaluate a shockR€Iwhen the system contains the crdddGDP ratio, but we
define stricter thresholds for tleeedit gap tdoe high or lowSpecifically, a high or low credit gap

is defined when the gap is either half a standard deviation above or below the trend, effectively
restricting the sample to observations where the cgegits further away from zer@ur results

arenot much affected by this alternative threshold.
5.3 Robustness to other conditioning variables

In another set of robustness tests, we evaluate whether credit may reflect other sources of
uncertainty These tests are in the spirit of Barnichon et@172, who look at the effects of a
shock to credit supply (as measured by the EBP or similar indicators) vary by the state of the
business cycle or the sign of the shock, although they do not havetor&€@P measures in their
VAR model.We split the saple based on whether financial conditions are high or low (above or
below average), and do not find any evidence of nonlinearities from a shock # p&3itive
impulse to FCkonditioned oreitherlow or high FClleads to growth in the near terandhas

little effect on peformance in the medium termihese results suggest that the nonlinear effects
from conditioning on credit are not simply reflecting differences in financial conddiothshat
asymmetric transmission is through credit, not assetpand riskaking behaviar

To further evaluate our interpretation of credit, we look at when both FCI and the credit gap are

high, which effectivelysplits the sample betweeredit boom periods versus other periods.

" Robustnessasultsdescribed in this section and not shownarailable upon request.
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Similar to our baseline resultssed on high versus low credit gap periods, we find nonlinear
effects from an impulse to FCI, with significantly higher GDP growth in the-teear quarters and
lower growth in the medium term, though the effects in the quarters further out are natasignif
given the smallerumber of observationgn addition, conditioning on the interaction of high FCI
and high credit, an impulse to monetary poliogs not havsignificantresultson growth in credit
boom periods, similar to resulighenconditioningon high creditin addition,the effects in other
periods (low credit and low FCI, and low credit and high FCI) work as expected, with tighter

monetary policy able to slow economic growth and prices.

We also estimate the baseline nonlinear sydtesed ortredit by the type of borrowgeither
household®r norfinancial businesseghis divisionis suggested in parglgause many studies
have focused solely on household crgiitt there is higher variability in business debt than
household debt ithe U.S. Impulse responses from shockd0I to systems with either household
or business credit, with the combined creéditGDP gap as the threshold, are similar to results
reported above when credit is aggregated, and the results are consisteigheitliraquency

cycles for lusiness than household cretiowever, when the threshold is only the specific type of
credit (ignoring the other), shocksk€I do not lead to a recession. We concltide one form of
credit isnot of greater concern thaheother, and that it is the sum of bdtbusehold and business

which mattes for macroeconomic performance.
6. Conclusion

In this paper, we evaluated the connectiam®ngfinancial conditions, crediand monetary

policy in a threshold VAR frameworkatallows for nonlinear dynamicsindeed, we find that the
effectsof shocks to financial conditions and monetary policy vary importantly depending on
whether the credito-GDP gap is low or highi.e., whether credit is belowr above estimates of its

trend

When the credit gap is lowpsitiveshocks tdinancial conditionstimulate economic activity and

8We also split owhether the economy is in a recession or expansion, but the number of periods in which the
economy was in a recession is too small a sample to yield significant effects.
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result ina sustained expansioBy contrast, when the credit gap is higbsitiveshocks to
financial conditionsyhile stimulating economic activity in the short run, lead to excess borrowing

and ultimately economic contractions.

With respect to monetary policyhen the credit gap is lowpntractionarympulses to monetary
policy, as expected, lead to declinegconomicactivity. However, the effectiveness of politsy
significantly reduced when the credit gap is highsuch periods, financial conditiods not

decline when monetary policy tighters it does in low credit periods, indicating again that
trarsmission channels depend on the credit fapddition, esults based on the reaction of
forward rates to monetary policy surprisegygest that the attenuation is significant at horizons up
to seven years aheaitlhese results suggest that monetary pdliansmission is hindered in

periods of high credit

Taken together, our results suggest that theory and policy should address the role of credit in the
transmission of monetary oy and financial conditiondn particular, economic dynamics of
particdar relevance to policymakers appear significantly different when @e@DP has grown
significantly fasér than average for some tinTdis dynamicbearson the costs and benefits of

using monetary policy to lean against the wind and prehetiildup of credit (Svensso2@16),
Gourio, Kashyap, and Sin2@16). Moreover, it points to the benefit frondditional research
evaluating theotential formacroprudential policies to redutte vulnerabilities associated with
excesgredit.
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Table 1. Sample statistics by credito-GDP gap (CY) andfinancial conditions (FCI)

No. of Unemployment rate GDP Deflator Fed funds=ffective
obs. growth growth
Level Changé Level Changé
CY low 94 6.71 -8.72 3.28 3.65 6.56 1.88
CY high 66 6.25 8.00 2.18 2.52 4.66 -1049
FCllow 78 7.14 8.44 1.80 2.98 5.20 -10.49
FClI high 82 5.93 -11.59 3.80 3.38 6.32 3.35

Note. Unemployment rate level, deflator growth, effective fed funds level in percent.

achange in basis points.
b 400x quarterly change in log level.

Table 2 Monetary policy changesby credit-to-GDP gap (CY) andfinancial conditions (FCI)

Number ofperiods in Fed funds decreased Fed funds unchanged| Fed funds increasec
whi ché

CY low 30 31 33

CY high 20 26 20

FCllow 23 37 18

FCl high 37 20 35

Note. Columns labeled decreased (increased) refer to quarters in which the effective fuhetseased (increased)
25 basis points or more; quarters in which the effective federal funds rate changed less than 25 basis points in absolute
value are labeled unchanged.
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Figure 1. Credit-to GDP ratio and Credit gap
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Note.The panels in the figurgive various measures of the ratio of credit to GDP from 1975 to 2014, and the ratio
relative to a trend, at a quarterly frequency with NBER recessions shaded.
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Figure 2. Financial Conditions Index, Excess Bnd premium, and Credit-to-GDP Gap
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Source; FCI from authors' calculations; credit-to—GDP gap from the Financial Accounts of
the United States and trend calculated using an HP filteT with lambda = 400,000.

Ratio of Root Mean Squared Forecast Errors of Bivariate VAR to AR mimdlyeditto-GDP Gap by
forecast horizon

1 quarter 4 quarters 8 quarters 12 quarters
AR (9) 0.93** 0.83** 0.81* 0.85*
AR (1) 0.76*** 0.71** 0.72** 0.76**

The symbols *}**** indicate that we can reject the hypothesis of equality between the alternative forecasts with
10%, 5% and 1% significance level.

Note.Thetop panel show the FCI and EBPta quarterly frequency, with NBER recessishaded.The middle

panel shows ththe FCI and the solid line the cretiitGDP gap. The numbers in the table (lower panel) represent the
ratio of root mean squared forecast errors for a bivariate vector autoregressive model with nine lags, related to a
autoregressive model with one laglamautoregressive model with nine lags for forecast horizons of one, four, eight,
and twelve quarters.
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Figure 3. Financial Conditions Index (FCI) shock, linear
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Figure 4. Financial Conditions Index (FCI) shock, nonlinear with creditto-GDP gap
threshold
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Note. The solid blue line reports the median impulse reponse to a stownitmal conditiongFCI) when the credit
to-GDP gap ratio is below zero. The solid red line reports the median impulse reponse to a Bdelhien the
creditto-GDP gap ratigs above zero. The dotted lines report one standard deviation confidence intervals for each
impulse repsonse.
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threshold

Real GDP

Figure 5. Financial Conditions Index (FCI) shock, nonlinear with creditto-GDP growth
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Note. The solid blue line reports the median impulse reponse to a showknimal conditiongFCI) when credito-
repsonse.

GDP gowthis below zero. The solid red line reports the median impulse reponse to a sk@tkmoen credito-

GDP gowthis above zeroThe dotted lines report one standard deviation confidence intervals for each impulse
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Figure 6. Monetary policy (FFR) shock, nonlinear with creditto-GDP gap threshold
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Note. The solid blue line reports the median impulse reponse tedéral funds rate (FFR) when the cradiGDP
gap is below zero. The solid red line reports the median impulse reponse to the federal funds rate (FFR) when the
creditto-GDP gap is above zero. The dotted lines report one standard deviation confitienveds for each impulse

repsonse.

34



Figure 7. Monetary policy (FFR) shock, nonlinearwith credit-to-gdp growth threshold
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Note. The solid blue line reports the median impulse reponse to the federal funds rate (FFR) whisn@Gbdelit

growthis below its meanThe solid red line reports the median impulse reponse to the federal funds rate (FFR) when
creditto-GDP growth is above its meanThe dotted lines report one standard deviation confidence intervals for each
impulse repsonse.
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Figure 8. Estimated betas for distant forward nominal rates by credito-gdp gap, 1975 to
2014
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Note. The solid blue line in the upper panel reports the daily change in nominal government bond forward rates, from
5- to 20-year maturity, due to a monetgrglicy shock measured as the daily change in theyees bond yield, when

the creditto-GDP gap is below zero. The solid red line in the upper panel reports the daily change in nominal
government bond forward rates, fromté 20-year maturity, due to monetary policy shock measured as the daily

change in the twgyear bond yield, when the cred@-GDP gap is above zero. The dashed green line reports the daily
change in nominal government bond forward rates due to a monetary policy shock for theglél sa the lower

panel, the solid blue line reports the difference between the changes in forward rates when ttoeGbdliggap is

high versus when it is low. The dotted lines report a one standard deviation confidence intervals (obtained through
block bootstrap with blocks of dimension equal 8.
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Figure 9. Estimated betas for distant forward real rates by credito-gdp gap, 1999 to 2014
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Note. The solid blue line in the upper panel reports the daily change in real government bond foesaidmnas to
20-year maturity, due to a monetary policy shock measured as the daily change inyeartlwond yield, when the
creditto-GDP gap is below zero. The solid red line in the upper panel reports the daily change in real government
bond forvard rates, from-Bto 20-year maturity, due to a monetary policy shock measured as the daily change in the
two-year bond yield, when the credit- GDP gap is above zero. The dashed green line reports the daily change in
nominal government bond forward eatdue to a monetary policy shock for the full sample. In the lower panel, the
solid blue line reports the difference between the changes in forward real rates when the-G@B#&itgap is high

versus when it is low. The dotted lines report a one stdrakviation confidence intervals (obtained through block
bootstrap with blocks of dimension equal 8.
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Figure 10. Excess bond premium shock, nonlinear with credito-GDP gap threshold
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Note. The solid blue line reports the median impulse reponse to a sthibeknegative of thexcess bond premium
(EBP) when the credib-GDP gap ratio is below zero, and the system incldegative)EBP rather thafrCl. The
solid red line reports theedian impulse reponse to a shockh® (negativegxcess bond premium (EBP) when the
creditto-GDP gap ratio is above zero, and the system includes EBP rath&Qhamhe dotted lines report one
standard deviation confidence intervals for each ingrépsonse.
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Figure 11. Monetary policy shock with excess bond premium, nonlinear with credito-gdp
gap threshold
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Note. The solid blue line reports the median impulse reponse to the federal funds rate (FFR) when-tbheGi&dit
gap is below zero, and the system includegnkgative)excess bond premium (EBP) rather tik&2Il. The solid red
line reports the mediampulse reponse to the federal funds rate (FFR) when the-toe@DP gap is above zero, and
the system includes tt{gegative)excess bond premium (EBP) rather tik&@i. The dotted lines report one standard
deviation confidence intervals for each impgutepsonse.
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Figure 12. Financial conditions index (FCI) shock with credit level, nonlinear with creditto-
GDP gap threshold

Note. The solid blue line reports the median impulse reponse to a sHeCkuden the credito-GDP gap ratio is
below zero and the system includes the (log) level of credit rather than thet@r®iP gap. The solid red line
reports the median impulse reponse to a sho&lCiovhen the credito-GDP gap ratio is above zero afe system
includes the (log) level of credit rather than the cre®iGEDP gap. The dotted lines report one standard deviation
confidence intervals for each impulse repsonse.
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