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A B S T R A C T

We exploit exogenous variation in years of completed college induced by draft-avoidance behavior during
the VietnamWar to examine the impact of college on adult mortality. Our estimates imply that increas-
ing college attainment from the level of the state at the 25th percentile of the education distribution to
that of the state at the 75th percentile would decrease cumulative mortality for cohorts in our sample
by 8 to 10 percent relative to the mean. Most of the reduction in mortality is from deaths due to cancer
and heart disease. We also explore potential mechanisms, including differential earnings and health
insurance.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Schooling is highly correlated with subsequent health out-
comes, including later life mortality. For example, in 2007, the age-
adjusted mortality rate of high school graduates aged 25 to 64 was
more than twice as large as the mortality rate of those with some
college or a college degree (Xu et al., 2010). If these associations
between health and education reflect a causal relationship, they
would represent a significant non-pecuniary return to education.
They would also imply that policies meant to increase educa-
tional attainment could serve as an important means for improving
health. However, there is substantial debate about whether these
associations actually represent causal effects (see the reviews by
Grossman, 2006, Cutler and Lleras-Muney, 2010, and Mazumder,
2012). Previous work estimating the causal effect of education on
mortality has exploited changes in education due to compulsory
schooling requirements (e.g. Clark and Royer, 2010, Lleras-Muney,
2005, Meghir et al., 2012). To our knowledge, this paper is the first

to provide a causal estimate of the effect of college education on
mortality. In doing so, we contribute to knowledge about the impacts
of education on health at the higher end of the schooling distribu-
tion, where the observed health gradient in education is steeper
(Montez et al., 2012).

We use an instrumental variables strategy based on variation in
college attainment induced by draft-avoidance behavior during the
VietnamWar. This enables us to identify the effect of increased higher
education on mortality for men who were eligible to be drafted into
the VietnamWar. This strategy builds on Card and Lemieux (2000,
2001) who document the excess educational attainment among
cohorts induced to enter college in order to defer conscription.While
Card and Lemieux focus on differences in induction risk across birth
cohorts, we also exploit state level variation in induction riskwithin
cohorts – an approach developed by Malamud andWozniak (2012)
in their study of the effect of college on mobility. The existence of
state level variation allows us to decompose national induction risk
into two constituent parts: induction risk faced by a young man’s
own state cohort and induction risk faced by young men of that
cohort in the rest of the country. Our decomposition yields two in-
struments, which we use to identify the impact of the two
endogenous variables – education and veteran status – in our
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empirical framework. This approach is an advance over studies that
used the Card and Lemieuxmeasures to identify the effect of college-
going on health outcomes using only year-to-year variation in
induction risk (e.g., De Walque, 2007; Grimard and Parent, 2007;
MacInnis, 2006).

Wemerge our data on national and state-level induction risk with
the Vital Statistics Mortality Files from 1981 to 2007 and the
1980 U.S. Census to construct birth state-by-cohort level mortali-
ty rates, both cumulative and by cause. We first establish that the
well-known gradient between education and mortality is present
and statistically significant in our Vital Statistics data using OLS speci-
fications. OLS shows that a one-year increase in a birth state–
birth year cohort’s average years of college education is associated
with 23 fewer deaths per 1,000 persons by 2007. Given that the
average mortality rate for these cohorts over this period is 138.6
per 1,000 persons, this represents a decrease of about 16.6 percent.

Our instrumental variables estimates indicate a causal effect that
ranges from 21 to 26 fewer deaths per 1,000 persons. None of the
2SLS estimates are significantly different from the OLS estimates.
For the birth state–birth year cohorts in our sample, our estimates
imply that increasing college attainment from the level of the state
at the 25th percentile of the education distribution to that of the
state at the 75th percentile would decrease cumulative mortality
by 8 to 10 percent relative to the mean. The largest effects are found
for the impact of college education in lowering deaths due to cancer
and heart disease, which represent the leading causes of mortali-
ty in our sample. Moving from the 25th to the 75th percentile in
the cohort education distribution would decrease the cancer mor-
tality rate by about 18 percent. Before concluding, we use the Census
and the American Community Survey (ACS) to explore mecha-
nisms that might explain the documented relationship between
college education and mortality. We examine the causal effect of
college attainment on the auxiliary outcomes of health insurance
and wages.

This paper helps to fill an important gap in the literature on the
relationship between education and health. As mentioned earlier,
previous analyses of the causal impacts of education on health out-
comes, such as mortality, have relied on variation at the lower part
of the schooling distribution. For example, Lleras-Muney (2005), Clark
and Royer (2010), and Meghir et al. (2012) all exploit changes in
compulsory schooling requirements to examine whether in-
creased schooling improved the health of students on the margin
of dropping out before 12th grade. Lleras-Muney (2005) finds large
and significant effects of increased education on declines in mor-
tality in the United States, whereas Clark and Royer (2010) find no
evidence for an impact of education onmortality in England.1 Meghir
et al. (2012) find improvements in mortality and other health mea-
sures for affected cohorts following a reform in Sweden. However,
regardless of the causal impact of schooling on health at the margin
of dropping out of high school, the causal relationship may be dif-
ferent at the margin between high school and college. Montez
et al. (2012) fit various functional forms to the education–health
relationship in the United States and conclude that the causal re-
lationship during the post-secondary range is likely different from
that during compulsory years of schooling. Moreover, estimating
the effect of education on health at the college margin may be of
particular interest given that the largest increase in educational at-
tainment in recent years has occurred among students entering
college (Turner, 2004), as well as the fact that health disparities across
education groups havewidened in recent decades (Jemal et al., 2008;
Meara et al., 2008).

The findings in this paper have important implications for both
health and education policy. People value health, and the health
returns to education may represent a substantial fraction of the pe-
cuniary returns. Indeed, Cutler and Lleras-Muney (2006) calculate
that their estimates of the health benefits from education in-
crease the total returns to education by 15 to 55 percent. If individual
investments in college education are suboptimal because of credit
constraints, externalities, or lack of information, the presence of ad-
ditional health returns to college strengthens the case for subsidizing
education. This is particularly relevant given recent discussions about
the rising cost of college and the decline in federal financial aid for
college students. On the other hand, a positive causal impact of
higher education on health may pose a dilemma for health policy.
Health improvements, like smoking cessation, may reduce health
care costs in the short run only to increase them in the long run
as individuals live longer or as other health issues arise (Bearman
et al., 2011). Our analysis will help inform policymakers inter-
ested in the link between education policy and national healthcare
spending.

The effect of postsecondary education on certain health behav-
iors – smoking in particular – has been examined previously. De
Walque (2007) and Grimard and Parent (2007) exploit year-to-
year variation in induction risk faced by cohorts of youngmen during
the Vietnam War to identify the impact of education on smoking.
Using different datasets (NHIS and the CPS Tobacco Supplements,
respectively) and different specifications, they find that additional
education has a negative and significant effect on the likelihood of
smoking. MacInnis (2006) uses a similar identification strategy to
document the effect of education in reducing obesity and its co-
morbidities such as hypertension and adult-onset diabetes. Finally,
although it is not our main focus, this paper contributes to re-
search examining the causal impact of military service on health
outcomes and behaviors (Angrist et al., 2010; Bedard and Deschênes,
2006; Conley and Heerwig, 2012; Dobkin and Shabani, 2007; Hearst
et al., 1986).2 We find that veteran status has a statistically signif-
icant protective effect on mortality conditional on survival to 1980.
This is potentially explained by higher rates of health insurance
access among veterans in our sample.

2. Background on the Vietnam draft

Our instrumental variables strategy exploits variation in the risk
of induction (also referred to colloquially as the risk of “being
drafted”) to which young men in the US were exposed during the
Vietnam conflict. This section provides a brief overview of the sources
of this variation. A more detailed discussion can be found in
Malamud and Wozniak (2012); henceforth MW.

Approximately 1.9 million American men were drafted during
the Vietnam War. The Selective Service System, which comprised
over 4,000 local draft boards across the nation at that time, was re-
sponsible for registering recruits and classifying them for either
deferment or selection. Responsibility for devising and meeting the
national target number of conscriptions rested with the federal De-
partment of Defense (DoD). To achieve this target, the DoD issued
monthly “draft calls” that divided the national number into quotas
assigned to state draft boards, which did the active work of order-
ing men to be inducted. In addition, manymen volunteered to avoid
being drafted since this allowed them to choose a branch of the
service that was unlikely to involve ground combat. The military
has estimated that 40 to 60 percent of volunteers during the Vietnam

1 Arendt (2005) and Albouy and Lequien (2009) also find no statistically signifi-
cant impact of compulsory school reforms on health outcomes in Denmark and France,
respectively.

2 These studies all exploit variation in veteran status induced by the Vietnam draft
lottery, which is a different source of identification than our own. None reject the
hypothesis that the impact of veteran status on health outcomes is zero.
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Era were “true” volunteers, defined as those who enlisted for reasons
other than to avoid assignment through conscription.3

Faced with an excess of eligible draft-age men, draft boards
adopted generous deferral policies toward large categories of men.
Enrollment in a four-year college was the second most common de-
ferral category, after the exemption for dependents (Semiannual
Reports of the Director of the Selective Service System, 1967–1973).4

The Military Service Act of 1967 codified the existing de facto ar-
rangement by stating that college students in good standing could
defer induction until receipt of an undergraduate degree or age 24,
whichever occurred first. Over 1.7 million college deferments had
been granted by 1967. Although men who received college defer-
ments were technically eligible for induction until age 35, very few
men between the ages of 26 and 35 were ever drafted. Card and
Lemieux (2000) estimate that, among men born between 1945 and
1947, those with a college degree were only one-third as likely to
serve in Vietnam as compared to those without a college degree.
Thus, the incentive to enroll in college to avoid the draft during these
years was large.

Our identification strategy relies on two sources of variation in
induction risk: over time and across states. The existence of
intertemporal variation in induction risk is well-known (Card and
Lemieux, 2000) and has been used in previous research (e.g., De
Walque, 2007; Grimard and Parent, 2007). From 1960 to 1963, in-
ductions were fairly low at approximately 8,000 permonth. However,
following the Gulf of Tonkin incident on August 2, 1964, Congress
authorized an expanded role for the U.S. military in Vietnam. In-
ductionsmore than doubled from 1964 to 1965 and again from 1965
to 1966. By the spring of 1968, in the midst of raging student pro-
tests, the rate of inductions reached a peak of almost 42,000 amonth.
Note that these induction numbers do not include volunteers.

The introduction of the draft lottery in 1969 led to a substan-
tial change in the induction process. However, college deferments
continued to be issued until September 1971, and men who were
already enrolled were allowed to retain their deferment until the
end of the school year. Risk of induction during this period was also
much lower since men were at risk of induction for only a single
year and the overall rate of inductions was substantially lower, falling
from about 20,000 per month in late 1969 to 2,000 per month in
late 1971. In February of 1973, the draft was suspended and nomore
inductions took place.

The existence of state level variation in induction risk was less
well known at the time, and remains so today. This type of varia-
tion arose through two channels. The first was uneven and
idiosyncratic application of formal procedures across the thou-
sands of local draft boards. In their influential study of the draft,
Davis and Dolbeare write, “The conclusion seems inescapable: local
board autonomy implies both within- and between-state variabil-
ity, even among socioeconomically similar board jurisdictions.” (Davis
and Dolbeare, 1968, p. 84) Similar idiosyncrasies were described
in the report of the U.S. National Advisory Commission on Selec-
tive Service (1967). A second source of state and year variation in
induction risk was communication delays between federal, state,
and local officials. These delays meant that the DoD assigned quotas
using registrant numbers that were several months old. Thus, draft
risk for an eligible man at a point in time was not only a function
of the number of men in his state currently eligible for the draft
but also of the number available several months ago. The current

pool could be much larger than the past pool if, for example, a large
number of local men graduated high school thus becoming draft
eligible or much smaller if a large number married or aged out of
the draft pool in the intervening months.

3. Empirical strategy

We use variation in college attainment caused by draft-avoidance
behavior during the Vietnam conflict to isolate the causal effect of
education on mortality. An artifact of this identification strategy is
that the likelihood an individual is a veteran also varies systemat-
ically across cohorts in our sample. Given that veteran status is a
plausible determinant of health, it is important to control for this
variable in our estimation strategy. However, selection into mili-
tary service during the Vietnam War was likely based on
characteristics that are unobserved in our data, which would con-
found our estimates of veteran status and potentially other covariates
as well. To deal with this, we exploit changes in both national and
state-level induction risk to generate exogenous variation in both
college attainment and veteran status.5

This strategy is similar to the one described in MW. In Appendix
A, we provide formal econometric evidence of the relevance of our
instruments by developing and implementing a test for first-stage
power under the identifying assumptions appropriate to our model.
In Appendix B, we provide a detailed discussion of the interpreta-
tion of our estimates when both direct and indirect effects are
possible. Intuitively, the estimated parameters identify “local average
treatment effects” from two different interventions. Within the con-
stant effects framework, the estimated coefficient on years of
education measures the causal effect of education for individuals
whose educational decisions are affected by their draft risk. As long
as the correlation structure of the instruments and the endog-
enous variables is sufficiently rich, our instruments essentially mimic
a situation in which variation in college access and variation in
veteran status come from two independent randomized
experiments.6 We are able to test whether the correlation struc-
ture meets this criterion, but we emphasize that our causal
interpretation crucially depends on our parametric assumptions. We
do not claim to non-parametrically identify a local average treat-
ment or any other (direct, indirect, or total) causal effect.

3.1. Instruments for college education and veteran status

To identify the effects of college education on health, we employ
the same strategy as MW, who extend an instrumental variables
strategy inspired by Card and Lemieux (2000, 2001); henceforth CL.
Like CL, we assume that draft avoidance was proportional to the risk
of induction. To account for the mechanical relationship between
inductions and veteran status, we exploit state level variation within
the cohort level variation identified by CL. The existence of state-
cohort level variation allows us to break national induction risk into
its constituent parts and obtain separate instruments that can be
used to identify both college attainment and veteran status. Thus,
young men faced state-level cohort risk that is analogous to the CL

3 See Congressional Budget Office (2007) report available at: https://www.cbo.gov/
sites/default/files/110th-congress-2007-2008/reports/07-19-militaryvol_0.pdf,
[accessed September 2016].

4 See also Tatum and Tuchinsky (1969), Guide to the Draft, Ch. 3. By contrast, en-
rollment in a two-year college was not considered grounds for automatic deferment
(Rothenberg, 1968).

5 A number of related papers propose alternative solutions. De Walque (2007) in-
struments for veteran status by including a set of dummies for each value of the
risk of induction. MacInnis (2006) instruments for veteran status using a quartic poly-
nomial in age, while Grimard and Parent (2007) consider a specification that
instruments for veteran status using information about early health problems.

6 In other words, this is analogous to the thought experiment in which names are
randomly selected from an urn to be treated with college access without affecting
veteran status. For estimates of the effect of veteran status, all names are then placed
back in the urn, and a second round of names is randomly drawn to be treated with
veteran access without changing college status.
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measure, where s indexes state of residence and c indexes one-
year birth cohorts:

staterisk
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Isct is the number of inductions from birth state–birth year
cohort sc in year t. Like CL, we construct an average draft risk for
the years a man was 19 to 22 since draft risk was non-trivial for
men ages 20 to 22. Nsc is birth state-cohort size. This measure of
state cohort risk is our first instrument. We then use our state level
data on I and N to construct a second instrument in the following
manner:
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This measure defines national cohort risk for a man born in state
s and in birth cohort c as the number of inductees from the set of
all other states, denoted –s, and birth cohort c, divided by the total
number of such men at age 17. In other words, the numerator and
denominator in (2) are national level inductions and cohort size for
a cohort cminus the birth state inductions and cohort size for the
same cohort, respectively.

To construct the measures in equations (1) and (2), we ob-
tained data on the number of inductees from 1961 to 1972 in each
state from reports of the Selective Service. We estimate state cohort
size using enrollment numbers spanning 1959 to 1970, the aca-
demic years in which our cohorts of interest were in 11th grade.7

Thus state-cohort level risk (henceforth state risk) for a young man
born in Alabama in 1950 equals the number of inductees from
Alabama in 1969 (the year he turned 19) divided by the number
of students enrolled in 11th grade in Alabama in 1967. National level
risk for the same young man roughly equals the number of men
inducted nationally in 1969 divided by the size of his birth cohort;
more precisely, we subtract own state inductions from the numer-
ator and own state cohort size from the denominator. We then
construct an average national draft risk for the years a manwas aged
19 to 22.

3.2. Validity of our instruments

Given the novelty of our identification strategy, some of the IV
assumptions bear more discussion. Our instruments could fail if
young men attempted to exploit local variation in induction risk by
moving between localities. In this case, risk would not be truly ran-
domly assigned. Our risk measures would only bind for men who
were unwilling or unable to move to low risk jurisdictions, which
might in turn be correlated with other unobservable characteris-
tics related to health. MW document that this type of “local board
shopping” was prohibited by draft board regulations.

Identification further requires the assumption that induction risk
only affected health through either education or veteran status. There
are two ways in which this might fail. First, the health screenings
required to determine draft eligibility might uncover an impor-
tant health condition earlier than it might otherwise have been
detected, thereby encouraging individuals to treat the condition and
improving future health. Our reading of the historical literature sug-
gests that this was unlikely. The required exams were cursory and
did not involve testing for health conditions not easily observed
in a brief physical exam. It is therefore unlikely these exams

provided young men with information they did not already
have.8

Second, young men may have viewed marriage or fertility as a
means to reduce their chances of being drafted, and these choices
may have connections to health. Marriage alone was never grounds
for deferment, although for a brief period (1963–1965), married,
childless men were placed in a lower priority category for induc-
tion (U.S. Selective Service, 2008). Before and after that period, such
men were treated equivalently to single men for the purposes of
induction.9 Fatherhood, on the other hand, was grounds for defer-
ment throughout the draft era (U.S. Selective Service, 2008). There
is some evidence that contemporaneous fertility increased imme-
diately around the time that treatment of childless, married fathers
changed (Bailey, 2011; Kutinova, 2009). Bitler and Schmidt (2012),
on the other hand, examine fertility changes among women who
were likely to have been affected by an absence of men through-
out the entire VietnamWar. Their findings indicate that men in our
cohorts were modestly but statistically significantly less likely to
become fathers during the Vietnam years. 10 Overall, the available
evidence suggests that the impact of draft risk on fertility among
draft-eligible men was modest, and because these studies focus on
contemporaneous fertility, the effect on completed fertility is
unknown.11 Moreover, we know of no evidence linking fertility timing
to later health for men. We conclude that it is unlikely that mar-
riage or fertility among draft-age men are important confounders
for our analysis.

Finally, there may be concern that our instruments are corre-
lated with unobservable underlying health status. Our instruments
are highly non-linear so any confounding variation in health status
would also have to be quite non-linear and vary in such a way that
is highly correlated with induction risk at ages 19 to 22. We view
this as unlikely. There is evidence that the health of potential in-
ductees varied widely across states (President’s Task Force on
Manpower Conservation, 1964), with high levels of health-related
rejections in the population as a whole. Such differences in the levels
of health by state are likely to be persistent and therefore will be
absorbed by the state fixed effects and region-year trends in our
models. Moreover, the same task force report forecasts levels of likely
recruit health for the US male population over the period 1964–
1970 (President’s Task Force onManpower Conservation, 1964). The
forecasts are linear and stable over time, further suggesting that al-
though rejection on the basis of poor health was common, there
is little reason to suspect its prevalence varied significantly across
cohorts during the course of the war. We discuss this issue again
when we present our robustness checks at the end of Section V.C.

7 Our results are robust to estimating state cohort size using enrollment in 10th
grade instead of 11th grade.

8 In fact, Tatum and Tuchinsky (1969) describe the exams this way, “Since the
[Army] examines large numbers of men each day, and since the doctors, orderlies,
and clerks assigned there must process them in assembly-line fashion as quickly
as possible, the examinations are often careless. If you have a medical or other
condition which should disqualify you, bring letters and other evidence from your
own doctors…” (Ch. 6). A 1964 report to the president noted that “The current
published medical standards are roughly the same as those which were in effect at
the close of World War II,” (U.S. Department of Health, Education, and Welfare,
1964, Ch. 3).

9 The availability of the marriage exemption for the first few of our cohorts is un-
likely to substantially impact our results. Card and Lemieux (2000) show that
enrollments in college were increasing commensurate with induction risk over the
1960 to 1969 period. There is no inflection in enrollments with the elimination of
the marriage deferment in 1965.
10 Fertility effects were largest among blacks and low skilled whites (Bitler and
Schmidt, 2012). Blacks are omitted from our sample.
11 Kutinova (2009) focuses on timing of the first birth in response to changes in
the treatment of childless, married men in 1965 and notes that available Census
data make studying the impacts of these policy changes on completed fertility
difficult.
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4. Data sources and estimating equations

We perform our main analysis on data aggregated to the birth
state-birth year cohort level, andwe refer to these cells as birth state-
cohorts. Our main measure of mortality at the birth state-cohort
level is the cumulativemortality rate per 1000 persons between 1981
and 2007, constructed as follows:

MR
deaths between and

cohort size
sc

sc

sc

= ∗1981 2007
1000

1980
, (3)

where s is state of birth and c is year of birth. Thus the mortality
rate gives the fraction of the cohort that died by 2007, conditional
on having been alive in 1980. We also construct cumulative mor-
tality rates by cause. These are defined as above, but where MRsc

j

is mortality due to cause j, and the numerator is all deaths due to
cause j over the period.

The data for our analysis come from two sources. First, we use
data from the IPUMS microdata 5% samples of the 1980 Census
(Ruggles et al., 2004) to construct the denominators in the mortal-
ity rate measures as well as the birth state-cohort levels of college
education and veteran status. We restrict our sample to men born
between 1942 and 1953. These are the years for which both in-
ductions and enrollments are available at the state level, which are
the two components of our induction risk measures. Finally, we omit
non-white men from our sample because they may have been less
able to avoid the draft by enrolling in college (Kuziemko, 2010). Our
second source is the Vital Statistics mortality data for the period
1981 to 2007, which contains observations on all deaths in the United
States, at the annual level. We use these data to construct the nu-
merators in our mortality rate measures, after applying the same
sample restrictions applied to the Census data. We match numbers
of deaths to the appropriate state-cohort information using year and
state of birth. We also have information on the primary (or under-
lying) cause of death, and we use this to construct cause-specific
mortality rates.

Our measure of educational attainment is years of education
above high school; in the Census this variable ranges from zero to
eight. All of the findings in this paper are robust to instead using
college completion as our measure of educational attainment, as
can be seen in the specifications presented in Buckles et al. (2013).
Our measure of veteran status is based on veteran information in
the Census. Specifically, we define a veteran in our cohorts as
someone who answered affirmatively that he was a Vietnam
veteran.12 We exclude anyone from our sample who continues to
be on active duty in the military at the time of the Census, al-
though this is a very small fraction of our sample. We also exclude
observations with imputed values for a number of key variables.13

We estimate our main regressions at the birth state by birth
cohort level. We use the aggregated data for several reasons. First,
our source of exogenous variation occurs at this level. Second, since
we cannot observe veteran status, education, and mortality for a
representative set of individuals in a single data set, it allows for
construction of a birth state-cohort panel from which we can es-
timate our main econometric model. Finally, an individual’s risk of
death in a given year is low, so the fit of our model is likely better
at the aggregate level than in a model estimating rare outcomes in
individual level data. Our main econometric model is as follows:

MR a C a V trendsc sc sc sc s sc= + + + +1 2 τ εδ (4)

where s indexes state of birth and c indexes birth year, and the de-
pendent variable MRsc is the mortality rate per 1,000 persons as
defined in (3)—either in total or by cause.14 The variable Vsc is the
fraction of veterans, and Csc is average years of college education
for the cohort. The evidence in Montez et al. (2012) suggests that
the educational gradient in health differs between years of post-
secondary education and years of K-12 education. Their preferred
specification for the relationship between education and health status
models this as a linear relationship in years of education over the
range of post-secondary schooling. By entering college attain-
ment as years of college, our model captures both these features.

In addition, trend is a region-specific linear trend in birth cohort
and δs represents a full set of state-of-birth dummies. Allowing for
state-of-birth fixed effects removes variation arising from states with
persistently higher or lower than average induction rates, whichmay
be associated with other state characteristics (e.g., industrial com-
position) that are correlated with mortality rates. We have also
estimated equation (4) with a set of state-cohort level controls, Xsc .
Specifically, we have included (a) the employment-to-population
ratio in the individual’s state of birth the year his cohort turned 19,
and (b) the log of the number of respondents from a birth state and
year cohort in the 1960 Census. Together, these approximate the
changes in labor demand and labor supply which may have oc-
curred alongside changes in state-level induction risk.15 Our results
are robust to their inclusion and results are available upon request.

Our endogenous variables, C and V, are predicted from first stage
equations that include the remaining right hand side covariates in
equation (4) plus functions of staterisk and nationalrisk as defined
in (1) and (2), respectively. Consequently, our main results explore
the robustness of estimates from three different first stage speci-
fications in which staterisk and nationalrisk are entered as linear,
quadratic, or cubic functions. Estimation is implemented via stan-
dard linear 2SLS as well as LIML for the higher order specifications,
weighted by the number of observations in each state-cohort cell.16

Standard errors are clustered at the birth-state level.
Descriptive statistics are shown in Table 1, which summarizes

the variables used in our analysis for the sample of white men born
between 1942 and 1953. The average cumulative mortality rate per
1,000 persons as defined in (3) is 138.58. Table 1 also gives mor-
tality rates by cause-of-death for ten important causes for these
cohorts, in order of prevalence. The most common causes of death
were cancers (36.5 per 1,000 white men) and heart disease (35.7
per 1,000). External causes (accidental injury, suicide, and homi-
cide) accounted for 23.0 deaths per 1,000 men. For younger men,
external causes like accidental injury and suicide are the leading

12 Census respondents are asked whether they are veterans, and if they answer
yes, they are asked to identify a specific period of conflict. A small number of men
in our cohorts report that they are veterans but not Vietnam veterans. We also omit
those living in group quarters.
13 Specifically, we drop observations with imputed values for age, education, birth
place, and veteran status. Our results are not sensitive to including the imputed values
and those living in group quarters or on active duty in the military.

14 We only observe individuals in our sample if they survive to 1980. Therefore,
our estimates derive from comparing mortality rates of healthy and at-risk (mar-
ginal) individuals with more college education (collectively our treatment group)
to healthy individuals with less college education (our control group). At-risk (mar-
ginal) individuals who do not obtain college education may not survive to 1980. The
result is that conditional entrance into our sample means our estimates are a lower
bound on the total effect before and after 1980.
15 The literature tends to find no consistent, significant relationship between local
labor market conditions and college attendance (Card and Lemieux, 2001; Wozniak,
2010). However, early labor market conditions affect longer-run labor market out-
comes (Kahn, 2010; Oreopoulos et al., 2012; Wozniak, 2010) and labor market
outcomes have been linked to later adult health (Sullivan and von Wachter, 2009).
We do not include fertility and marriage rates as controls since these may be en-
dogenous to education and may therefore lead to biased estimates of education’s
total effect on mortality.
16 See Wooldridge (2002) pp. 622–624 concerning 2SLS versus an approach with
a probit first stage when the endogenous variable is a dummy variable. In some cases,
the latter is more efficient but may tend to produce larger point estimates. Given
our concerns about possible upward bias, we implement 2SLS estimation.
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causes of death, but by age 42 cancer and heart disease are the
leading causes.

Panel A of Fig. 1 shows howmen’s mortality and education vary
with induction risk at the cohort level by plotting themeans of these
variables separately for each birth cohort (we postpone discussion
of Panel B to section V.B.). The pattern of increasing and then de-
creasing years of college closely tracks the change in induction risk.
In contrast, mortality appears to move inversely to the change in
induction risk. Note that the raw mortality rate exhibits a strong
secular decline with age, so we also plot a measure of mortality
residualized by a linear trend in birth year. The patterns displayed
in Panel A of Fig. 1 are only suggestive because they are based solely
onvariation across birth cohorts. In the following section,weexamine
the relationship between induction risk, education, and mortality
more rigorously using variation both across andwithin birth cohorts.

5. Results

5.1. First stage results

Table 2 presents results from estimating the first stage with linear,
quadratic, and cubic specifications of the risk measures. For trans-
parency, we estimate two first stage equations for each specification
– predicting years of college and veteran status separately – al-
though 2SLS estimates these equations jointly. Consistent with the
manner in which 2SLS identifies endogenous variables, both equa-
tions include national and state cohort risk as identifying variables.
We also report the Cragg and Donald (1993) F statistic for identi-
fiability developed in Appendix A, the Angrist–Pischke F statistics,
and the traditional single equation first stage F statistics.

The first two columns show results from the linear specifica-
tion. Conditional on state cohort risk, a 10 percentage point increase
in national cohort risk (roughly the entire range of this variable)
increased average years of college by 0.49 years. Coefficients from
the quadratic and cubic specifications also indicate an overall pos-
itive relationship between higher national risk and years of college

completed. In contrast, there does not appear to be a strong rela-
tionship between state cohort risk and college attainment.
Conditional on national induction risk, years of college are not sig-
nificantly related to state cohort risk in the linear specification and
the quadratic specification; the cubic specification has significant
coefficients but that is partly driven by one outlier.17

These patterns are displayed in Panels A and B of Fig. 2 which
show that the relationship between years of college and state risk
is more modest than that for national risk. Our results are consis-
tent with the fact that men were mostly unaware of how state
relative induction risks fluctuated over time. A review of the his-
torical literature suggests that, while young men were aware that
some states had average risk levels above others, they were unaware
of the year-to-year changes in this relative risk that we exploit as
our identifying variation.

In Table 2, the first stage estimates with veteran status as the de-
pendent variable show that veteran status varies positively with both
national and state cohort risk. These patterns are also evident in
Panels C and D of Fig. 2. This is reassuring since there is clearly a
mechanical relationship between the number of inductions and the
number of men who become veterans, and so we expect veteran
status to vary positively with induction risk. However, it is natural
to ask why national risk is significantly related to veteran status even
after state risk is included in the first stage specification. This is likely
due to the presence of volunteers, who are not included in the in-
duction numbers used to calculate national and state cohort risk
and represent draftees only. Volunteers actually constituted a ma-
jority of the men who served in the Vietnam War. These men
probably responded to induction risk at the national level either for
duty assignment reasons or a personal desire to serve.18 Thus, it is
not surprising that the number of veterans is affected by national
risk even after controlling for state cohort risk. Across specifica-
tions, the F statistics suggest both that we meet the identification
assumptions in our model (implied by the Cragg–Donald statis-
tics) and that this first stage has substantial power (implied by the
Angrist–Pischke F statistics).

We do not present the reduced form regression estimates in table
form, but they are available upon request. The final two panels of
Fig. 2 display the reduced form relationships of mortality with state
and national risk. Panel E does not reveal a strong relationship
between later adult mortality and state risk while Panel F indi-
cates a clear negative relationship between mortality and national
risk. Together with the prior panels, these graphs show that state
risk has a large positive effect on veteran status but not on college
attainment or on mortality. On the other hand, national risk has a
large positive effect on both veteran status and college attain-
ment, as well as a corresponding negative effect on mortality. Thus,
these patterns suggest that it is college attainment, more than veteran
status, that is associated with the reduction in mortality since both
instruments affect veteran status but only national induction risk
affects college attainment. This is consistent with our 2SLS esti-
mates described below.

5.2. OLS and 2SLS effects of college education on total mortality

Table 3 presents our OLS and 2SLS estimates of the effect of
college attainment on cumulative mortality, based on equation (4)
(see Section V.D. below for a discussion of the estimates of the effect

17 This outlier corresponds to cohorts born in Alaska in 1942.We include this outlier
observation in all estimates, but none of our estimates are sensitive to its
exclusion.
18 See Congressional Budget Office (2007) report available at: https://www.cbo.gov/
sites/default/files/110th-congress-2007-2008/reports/07-19-militaryvol_0.pdf,
[accessed September 2016].

Table 1
Summary statistics.

Variables Mean SD

Census data
Years of college 1.99 0.38
College graduate 0.35 0.07
Veteran 0.31 0.12

Individual observations 14,392,122

Mortality data
1981–2007 mortality rates by cause of death:
Total 138.58 37.97
Cancers 36.52 15.18
Heart disease 35.73 13.99
Accidental injury 13.67 3.48
Suicide 7.31 1.36
Infectious and parasitic diseases 7.20 2.41
Liver disease 5.75 1.92
Diabetes 3.82 1.44
Cerebrovascular disease (stroke) 3.61 1.47
Chronic low respiratory disease 3.21 2.16
Homicide 1.98 0.97

Total deaths 1,994,459
State/birth year cells 600

Notes: Census data are from the 5% sample of the 1980 U. S. Census, available from
IPUMS. Mortality data are from the Vital Statistics Multiple Cause of Death files from
1980 to 2007. The sample is restricted to white men born between 1942 and 1953.
Veterans include any respondent that served in active duty in the VietnamWar. Re-
spondents currently in active duty are excluded. Means are weighted by cell size.
Mortality rates are deaths over the period per 1,000 population, where population
is the cohort size in 1980.
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of veteran status). For the IV results, we show specifications in which
the induction risk variables are included as linear, quadratic, and
cubic polynomials. For the quadratic and cubic specifications the
model is over-identified, so we can estimate the model using both
2SLS and limited-information maximum likelihood (LIML). We do
this to further investigate the validity of our instruments – LIML is
less precise than 2SLS but is also less biased in the presence of con-
founding variables. If the coefficients from the two approaches are
similar, this is evidence that the bias in 2SLS is small (Angrist and
Pischke, 2009). The OLS coefficient for years of college is -22.9. This
indicates that increasing college attainment from the level of the
state at the 25th percentile of the education distribution to that at
the 75th percentile (a 0.52 year increase) is associated with 11.9
fewer deaths per 1,000 men. This is consistent with the well-
documented educational gradient in most health outcomes.

Table 3, Column [2] shows the point estimates of the causal effect
of college attainment and veteran status on mortality using a linear
specification for the instruments. The results are remarkably similar
to the OLS estimates and to those from other IV specifications. Es-
timates from specifications with higher order risk terms are
comparable to the estimate from the linear specification, but the
linear estimate is insignificantly different from zero while 2SLS es-
timates from the quadratic and cubic specifications are statistically
non-zero.19 In columns [3] through [6], the 2SLS and LIML results
are very similar in magnitude ranging from -20.9 to -25.9 deaths

19 Our interpretation of this difference is that the higher order terms add preci-
sion needed to identify the impact of variation in adolescence on outcomes that occur
much later in adult life and are therefore influenced by intervening events.

Fig. 1. National Induction Risk, Mortality, and Years of College by Birth Year.
Notes: National induction risk is defined as in equation (2). Mortality is the cumulative mortality rate expressed per person (rather than per 1000 people) for ease of ex-
position. Residual mortality is the cumulative mortality rate residualized by a linear trend in birth year (or age).
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per 1,000 men, further supporting our identification strategy. Taken
together, the 2SLS results imply a large causal role for college at-
tainment in reducing cumulative mortality for these cohorts. The
magnitude of our estimated impacts is also economically signifi-
cant. For example, the estimate from Table 3, Column [5], implies
that increasing college attainment levels from those of the state at
the 25th percentile in the distribution to those at the 75th percen-
tile leads to 13.4 fewer deaths per 1,000 men.

Table 3 shows that the impact of college attainment on later mor-
tality is robust to three specifications of the first stage equation. We
have examined robustness to other alternative specifications. In
results not shown but available upon request, we substitute a
common quadratic time trend for the linear birth region trends with
similar results. We have also verified that our estimates are robust
to excluding region-specific trends and non-linear state-cohort
varying controls (employment-to-population ratio and log cohort
size).20

One might be concerned that our measures of induction risk are
correlated with state-cohort underlying health status. As dis-
cussed in Section III.B, we view this as unlikely, as we believe any
state-cohort level health differences are likely controlled for either
via birth state fixed effects or birth region trends.21 Nevertheless,
in robustness checks not shown here, we have confirmed that our
main results are robust to the addition of proxies for population
health in each state for each cohort’s birth year (the state by birth
year annual birth rate, infant mortality rate, and the percent of the
population that is black). In addition, results are robust to the in-
clusion of a 1950s dummy, which is a general indicator of the baby
boom generation. These checks provide strong evidence that our

20 As an additional check, we estimated our baseline OLS specification on sub-
groups of the sample defined by birth year. However, we lose first stage power when
restricting the sample size. The “late” cohorts, those born 1951–1953, are some-
what different from the “early” cohorts, those born 1942–1944, and middle cohorts
in that they were partially exposed to the draft lottery and had access to more gen-

erous GI Bill benefits upon release. In results not shown, we find a statistically
significant estimate in the early cohort but lack precision for the later cohorts. The
late cohorts are unlikely to contribute much to our estimates of the negative impact
of college on mortality because the OLS results show no health gradient in college
attainment for them. This is probably because these cohorts have not yet reached
the ages where mortality is due to causes for which college attainment has a greater
effect (something we show in more detail later). We therefore view our main results
as robust to concerns about differential policy treatment across cohorts.
21 Results not shown, but available upon request, confirm that the estimated effects
are not sensitive to the inclusion of birth state trends.

Table 2
First stage estimates of effect of induction risk on college education and veteran rates.

Dependent variable

Years of college Veteran Years of college Veteran Years of college Veteran

National induction 4.89*** 2.38*** 9.84*** 2.23*** 11.41*** 1.10
(0.60) (0.19) (1.51) (0.39) (2.40) (0.82)

National risk ^2 −39.61*** 0.92 −120.28** 19.92**
(8.36) (1.89) (31.38) (9.98)

National risk ^3 578.61*** −96.94**
(143.25) (45.26)

State induction risk −0.89 0.753*** −1.14 0.89*** 5.90*** 1.49**
(0.64) (0.16) (1.27) (0.310) (2.02) (0.71)

State risk ^ 2 1.12 −0.72 −94.38*** −8.44
(6.06) (1.59) (26.70) (8.70)

State risk ^ 3 399.44*** 30.84
(118.39) (36.16)

Cragg–Donald F-stat 5.46 19.43 19.77
[p-value] [0.00] [0.00] [0.00]
Angrist–Pischke F-stat 7.81 78.50 27.90 368.45 30.26 305.99
F-Stat 418.60 2300.51 319.14 1360.93 234.76 991.51

Notes: Standard errors are in parenthesis and are clustered by birth state. ***, **, and * indicate statistical significance at the 1, 5, and 10% level respectively. Years of College
and Veteran measure average years of higher education and the fraction of veterans, respectively, in the birth state-birth year cohort. State induction risk and national in-
duction risk are defined as in equations (1) and (2) respectively. Number of observations at the birth state-birth cohort level is 600 in each OLS regression and all regressions
are weighted by cell size. Additional controls include birth state fixed effects and birth-region trends. See the text for a discussion of the null hypotheses of the three F-statistics.
See Table 1 notes for data sources and sample restrictions.

Table 3
OLS and IV estimates for the impact of college education on cumulative mortality, 1980–2007.

IV specification:

OLS Linear-2SLS Quadratic-2SLS Quadratic-LIML Cubic-2SLS Cubic-LIML
[1] [2] [3] [4] [5] [6]

Years of college −22.92*** −21.33 −20.93*** −20.93*** −25.86*** −25.90***
(3.60) (18.50) (6.08) (6.09) (4.66) (4.70)

Veteran status −48.35*** −46.56** −47.06*** −47.07*** −40.71** −40.65***
(5.31) (23.09) (8.63) (8.64) (7.13) (7.17)

Observations 600 600 600 600 600 600
R-squared 0.9493 0.9492 0.9492 0.9492 0.9492 0.9492

Notes: Standard errors are in parenthesis and are clustered by birth state. ***, **, and * indicate statistical significance at the 1, 5, and 10% level respectively. The dependent
variable is the mortality rate from 1981–2007 per 1,000 persons. The IV specifications use the national and state-level induction risk to instrument for the average years of
higher education (Years of College) and the fraction of veterans (Veteran) at the birth state-birth cohort level. The column headings indicate the functional form of the in-
struments in the first stage equation (linear, quadratic, or cubic) and the choice of model (two-staged least squares or limited-information maximum likelihood). Number
of observations is 600 in each regression and regressions are weighted by cell size. Additional controls include birth state fixed effects and birth region trends. See Table 1
notes for data sources and sample restrictions.
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findings are not due to correlation between our instruments and
underlying state-cohort health differences.

To further confirm that our results are not being driven by a spu-
rious correlation, we estimated a falsification test for women.
Card and Lemieux (2001) use female college attainment as a
counterfactual for male college attainment in the absence of the
Vietnam War. However, female college attendance may have been

affected by male college-going during the Vietnam years. In par-
ticular, the large inflows of men into college could have crowded
outwomenwhowould otherwise have attended or encouragedmore
women to attend to take advantage of marriage market prospects.
Still, in results not shown, when estimating the first stage for
women, we find no appreciable impact of induction risk onwomen’s
college going or veteran status. This is consistent with identifying

Fig. 2. Residualized Scatterplots of First-Stages and Reduced-Form Relationships.
Notes: State induction risk and national induction risk are defined as in equations (1) and (2) respectively. All variables plotted are residuals adjusted for birth state fixed
effects, birth-region trends and the corresponding alternative risk measure (i.e. state risk when plotting against national risk, and vice versa). Each point represents a birth
state-birth year cohort. Linear, quadratic, and cubic fits are shown in the solid lines. The cubic fits in Panels A and B are not fitted to the outlier (corresponding to cohorts
born in Alaska in 1942) for clarity of exposition. However, we include that point in all other plots and regression estimates, and our estimates are not sensitive to its
exclusion.
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assumptions that this risk operated primarily to increase veteran
status among men. It is also confirmed by Panel B of Fig. 1, which
shows how women’s mortality and education vary with induction
risk at the cohort level. In contrast to the patterns for men in Panel
A, women’s educational attainment is much less correlated with na-
tional induction risk. Furthermore, women’s residualized mortality
is much smoother over these birth cohorts.

5.3. OLS and 2SLS effects of college education on mortality by cause
of death

Table 4 shows the effect of state-cohort college attainment on
leading causes of death for men in these cohorts. Causes are shown
in descending order of prevalence between 1980 and 2007. OLS
results are in Panel A and 2SLS results are in Panel B. The specifi-
cation is as in column [5] of Table 3. For cancer and heart disease
– the two leading causes of death – the point estimates on years
of college are negative and statistically significant for both OLS and
IV and are larger for IV. Moving from the birth state–birth year cohort
at the 25th percentile of the education distribution to the 75thwould
reduce cancer deaths by about 6.4 per 1,000 (17.6% relative to the
mean) and heart disease deaths by 5.2 per 1,000 (14.6% relative to
the mean). For comparison, active treatment with statins reduces
deaths by 13 per 1000 patients (LaRosa et al., 1999). Appendix
Table A1 presents results from the linear and quadratic IV specifi-
cations for comparison.

In Appendix Table A2, we show results for two finer categories
of deaths from disease. Lung cancer accounts for nearly one-third
of the cancer deaths in our sample; the next leading specific cause
is colon cancer, which accounts for about 10% of cancer deaths. The
IV estimate of the effect of an additional year of college on lung
cancer is −7.85 (s.e. = 0.94), suggesting that 63.6% of the decline in
total cancer deaths is due to lung cancer. This is greater than the
decline that would be observed if college education had an equal
effect on deaths from all cancers. That college education has a par-
ticularly big effect on death from lung cancer is not surprising, as
De Walque (2007) and Grimard and Parent (2007) both find that
education has a large and statistically significant negative effect on
smoking. Cigarette smoking is known to be a leading cause of both
lung cancer and cardiovascular (heart) disease (Chaloupka and
Warner, 2000).22

In Table 4, we find that college education has a negative and sta-
tistically significant effect on mortality from several other causes

including diabetes, stroke, and chronic low respiratory conditions
(CLRCs). In the IV specifications, an additional year of college de-
creases deaths per 1,000whitemen from diabetes by 0.8, from stroke
by about 1.5, and from CLRCs by 2.0. The latter effect is especially
large and is also likely related to the effect of college on the like-
lihood of smoking, since smoking is a known cause of CLRCs like
chronic bronchitis and emphysema (Chaloupka andWarner, 2000).
The OLS results show a negative association between a college ed-
ucation and death by two external causes – accidental injury and
homicide. But only the IV coefficient for homicide is statistically sig-
nificant. There is also no evidence that college education decreases
deaths by suicide.

Finally, for infectious and parasitic diseases and liver diseases,
the point estimate for years of college is negative in the OLS spec-
ification but positive and statistically significant in the 2SLS
specifications. For these cohorts, 63% of deaths due to infectious and
parasitic diseases were due to HIV. There are several ways in which
college attendance might have increased one’s risk of contracting
HIV during this period. For example, college attendance is associ-
ated with living in an urban area and engaging in same-sex
relationships, which are significant risk factors for contracting HIV
(Shilts, 1987).23 Liver diseases, on the other hand, include cirrho-
sis which can be caused by excessive alcohol consumption—48% of
deaths to cirrhosis in 2007 were alcohol-related (Yoon and Yi, 2010).
If a college degree increases this behavior, graduates may be more
at risk for liver diseases.24

The results in Tables 3 and 4 indicate that college education has
a negative effect on total mortality and that deaths due to heart
disease and cancer are disproportionately affected. College-going
has a particularly strong negative effect on deaths from causes related
to smoking.

22 Buckles et al. (2013) confirm that for this cohort smoking rates were signifi-
cantly lower among those with more years of college.

23 About half of all HIV cases in the U.S. are for men who have sex with men (Center
for Disease Control, 1997). Lambert et al. (2006) find that upper-class college stu-
dents had more positive attitudes toward gay and lesbians than underclassmen,
suggesting that college increases acceptance of homosexuality. Smith (1991) found
that among respondents to the General Social Survey in 1989, college graduates were
more likely to have engaged in risky sexual behaviors than less educated groups,
although shares in the highest risk group were similar across education levels. Smith
also found that risky behavior is higher among younger and more urban individu-
als, who are more likely to be college-educated.
24 Competing risks may also explain these positive coefficients (as well as the co-
efficients on other specific causes of death). Since the first two columns in the table
indicate that college prevented some men from dying of cancer and heart disease,
these men may now be more susceptible to death by other causes (Honoré and
Lleras-Muney, 2006).

Table 4
OLS and IV estimates for the impact of college education on mortality, by leading causes of death.

Cancers Heart
disease

Accidental
injury

Suicide Infectious/
parasitic

Liver
disease

Diabetes Stroke Chronic
Low Resp.

Homicide

Panel A: OLS
Years college −8.12*** −7.02*** −1.14** −0.35 −0.94 −0.12 −0.42 −0.64*** −1.31*** −0.39***

(1.25) (1.16) (0.44) (0.28) (0.58) (0.27) (0.28) (0.19) (0.24) (0.12)
Veteran status −16.56*** −10.92*** −3.45*** −2.11*** −0.85 −1.48*** −0.82** −1.88*** −3.80*** 0.02

(1.70) (1.90) (0.73) (0.47) (0.60) (0.38) (0.37) (0.32) (0.34) (0.16)
Panel B: IV
Years college −12.35*** −10.06*** −0.85 −0.38 1.22*** 2.00*** −0.80*** −1.53*** −2.01*** −0.33*

(1.69) (1.78) (0.86) (0.51) (0.39) (0.70) (0.27) (0.32) (0.34) (0.20)
Veteran status −10.17*** −6.24** −3.43*** −1.97*** −3.31*** −3.98*** −0.25 −0.67 −2.81*** 0.03

(2.57) (2.95) (1.18) (0.75) (0.60) (0.92) (0.34) (0.45) (0.49) (0.29)

Notes: Standard errors are in parenthesis and are clustered by birth state. ***, **, and * indicate statistical significance at the 1, 5, and 10% level respectively. The dependent
variable is the mortality rate by cause from 1981–2007 per 1,000 persons. The IV specifications use a third-order polynomial in the national and state-level induction risks
to instrument for average years of higher education (Years College) and fraction of veterans (Veteran) using a 2SLS model. Number of observations is 600 in each regression
and regressions are weighted by cell size. Additional controls include birth state fixed effects and birth region trends. See Table 1 notes for data sources and sample restrictions.

108 K. Buckles et al. / Journal of Health Economics 50 (2016) 99–114



5.4. OLS and 2SLS effects of veteran status on mortality

Our OLS and IV estimates in Table 3 show a negative relation-
ship. In our cubic 2SLS specification, a one-standard deviation
increase in the rate of veteran status for a cohort (about 0.12) would
decrease deaths per 1,000 men in the cohort by about 5.0, or 4% rel-
ative to the mean. The IV results by cause of death in Table 4 show
that veteran status has a statistically significant negative effect on
deaths to all causes except diabetes, stroke, and homicide. This may
seem contrary to the perception that returning Vietnam veterans
experienced high mortality rates, and elevated suicide rates spe-
cifically. A 1987 study by the Centers for Disease Control found that
Vietnam veterans experienced higher rates of deaths due to exter-
nal causes – including suicide – than other conflict veterans but this
effect was limited to the first five years after service. After five years,
the rates of death for all causes except drug-related deaths were
comparable to other veterans and to the general population. Because
our results are conditional on survival to 1980, veterans and non-
veterans in our sample should have similar baseline mortality rates.
In the next section, we consider potential channels for a positive
effect of veteran status on health, including earnings differences and
insurance access. We also discuss these results in the context of the
existing literature in the conclusion.

6. Potential mechanisms

In this section, we explore potential mechanisms for our mor-
tality results. First, using data from the Census, we examine the causal
relationship between education and earnings or wages for our cohort.
Second, we assess the impact on access to health insurance in the
2008–2010 American Community Survey (ACS). Buckles et al. (2013)
report a supplementary analysis conducted using the National Health
Interview Survey (NHIS) which shows a positive association between
college education and lower body mass index. Results also suggest
that those with college education are less likely to smoke and more
likely to exercise. Of course, there may be additional mechanisms,
including effects on adult migration as described byMW,which could
explain our reduced-form results.

6.1. Earnings and wages

An extensive literature demonstrates that increased schooling
is causally related to higher wages and earnings (Card, 1999). To
the extent that higher income enables individuals to purchase better
health care or acquire a healthier lifestyle, it represents a poten-
tially important mechanism in explaining the relationship between
education and mortality. Cutler and Lleras-Muney (2010) demon-
strate that family income is an important mediating factor between
education and health. We examine this potential mechanism by es-
timating the effect of college attainment on wages and earnings for
our cohorts. Using data from the 1980 Census, Table 5 presents OLS
and IV estimates based on the cubic first-stage specification we used
in Table 4.

The OLS estimates for log earnings indicate that increasing
average years of college education in a state by one raises earn-
ings by 10% and hourly wages by 5.1%. For a similar comparison with
our health outcomes, this implies that increasing college attain-
ment from the level of the state at the 25th percentile of the
education distribution to that of the state at the 75th percentile is
associated with a 5.2 and 2.7% increase in earnings and wages re-
spectively. The IV estimates for earnings are larger, suggesting that
an additional year of college increases cohort earnings by 12.3%while
the IV estimates for wages are smaller than OLS at 3.3%. As with
the mortality results, the IV estimates are not significantly differ-
ent from the OLS estimates.

These results in Table 5 are in line with previous estimates in
the literature of the causal impact of college education on earnings.25

However, we caution that our IV estimates for the impact of college
attainment on earnings andwages are sensitive to the choice of spec-
ification. In Appendix Table A3, we show that the quadratic
specifications yield smaller impacts for earnings and insignificant
impacts on wages, while none of the coefficients are significant in
the linear specification. We now turn to an exploration of other po-
tential mechanisms.26

6.2. Health insurance measures in the American Community Survey

We consider the role of health insurance as an additional po-
tential mechanism throughwhich educationmight reducemortality.
Higher education qualifies individuals for jobs that are more likely
to include benefits such as employer-provided health insurance
(Hipple and Stewart, 1996). Health insurance has been linked to
better access to preventative care, which should lead to better health
and lowermortality, all else equal (Miller, 2012). However, Finkelstein
and McKnight (2008) find that the introduction of Medicare, i.e.,
nearly universal access to health insurance after age 65, had very
little impact on mortality rates. When considering health insur-
ance status among those under age 65, those with poorer health
or who are at higher risk of needing expensive medical services
might be more inclined to purchase health insurance, complicat-
ing the measurement of a causal effect of health insurance on
mortality. Here we explore whether college attainment is associ-
ated with a higher probability of being covered by health insurance
in order to assess whether access to health insurance is a channel
through which education might improve health.

Our primary data on insurance come from the 2008–2010 ACS.
We first explore whether the individual has any health insurance;

25 Oreopoulos and Petronijevic (2013) review several studies measuring the return
to a college education and conclude that the average premium to one year of college
is between 7 and 15%. Using an RD design on Florida data, Zimmerman (2014) es-
timates that an additional year of college leads to an 11% increase in long-run earnings.
26 We have also examined impacts on labor force participation. Our cubic speci-
fications show that an additional year of college is associated with an approximately
1.4 percentage point increase in participation, for both OLS and IV, although the es-
timates are insignificant in the linear and quadratic specifications.

Table 5
OLS and IV estimates for the impact of college education on wages and earnings,
1980.

Log earnings Log wages

Variables OLS IV OLS IV

Years of college 0.10*** 0.12*** 0.05*** 0.03**
(0.02) (0.02) (0.01) (0.01)

Veteran 0.10*** 0.07** 0.07*** 0.10***
(0.02) (0.03) (0.01) (0.03)

Mean earnings/wages 9.54 1.98

Notes: Standard errors are in parenthesis and are clustered by birth state. ***, **, and
* indicate statistical significance at the 1, 5, and 10% level respectively. Data are birth
state-cohort cell averages from white men in the 1980 Census IPUMS extracts, born
between 1942 and 1953. Dependent variable is mean log real earnings or log real
wages. The IV specifications use a third-order polynomial in the national and state-
level induction risks to instrument for average years of higher education (Years of
College) and the fraction of veterans (Veteran). Underlying microdata sample is there-
fore restricted to those with valid earnings in 1980. Wage calculations exclude those
with missing hours or weeks worked. Earnings of top-coded observations are mul-
tiplied by 1.5. Hourly wages are calculated as total wage and salary income divided
by hours of labor supply. We truncate the bottom 1% of hourly earners and those
above 1.5 times the maximum annual income amount divided by 1,750 (35 hours
per week for 50 hours per year). Specifications are otherwise identical to those in
the cubic specifications of Table 3. Number of observations is 600 in each regres-
sion and regressions are weighted by cell size.
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we then consider private and public health insurance coverage sep-
arately. Private health insurance includes both employer-provided
health insurance and plans that individuals purchase in the private
market. Our public health insurance measure includes Medicaid,
Medicare and disability, and the veteran’s health insurance program
CHAMPUS. We therefore anticipate that veterans are much more
likely to have public health insurance coverage. Note that in the ACS
individuals can be classified as having both private and public health
insurance.

Themain results are reported in Table 6. The IV estimates suggest
that an additional year of college raises the overall rate of health
insurance coverage by 2.2 percentage points (which is about 2.4%
of the mean of 92.4). For private coverage, the college graduate co-
efficient is only significant in the OLS specification, but the
magnitude is similar in both OLS and IV suggesting that college
graduates are more likely to have private health insurance cover-
age. Finally, we see that rates of college going are unrelated to public
coverage rates, although the OLS relationship is negative. Veter-
ans have higher rates of public coverage in both specifications, which
appears to drive their higher rates of coverage overall.

7. Conclusion

This paper examines the causal impact of college education on
early adult mortality. We exploit changes in national and state-
level risk of induction into military service during the Vietnam
conflict as a source of exogenous variation in college attainment for
white men who reached ages 38 to 49 by 1980. Using Census data
from 1980 to 2000 and Vital Statistics data from 1981 to 2007, we
show that the effect of college education on mortality as esti-
mated by 2SLS is quite similar in magnitude to the OLS gradient.
In our cohorts, these estimates indicate that increasing college at-
tainment from the level of the state at the 25th percentile of the
education distribution to that of the state at the 75th percentile
would decrease deaths by 10.9 to 13.4 per 1,000 men. This is equiv-
alent to about 7.9 to 9.7% of the mean of total mortality over our
period, or about one-fourth of a standard deviation in birth state-
cohort mortality. We find large negative effects of college education
on deaths from cancer and heart disease, the leading causes of mor-
tality among older adults. Increasing years of college from levels

at the 25th percentile of the cohort education distribution those at
the 75th would reduce cancer deaths by about 6 per 1,000 (16.6%
relative to themean) and heart disease deaths by 4.4 per 1,000 (12.3%
relative to the mean).

One potential mechanism behind this decline might be lower
rates of smoking among the college educated. Using estimates from
the literature, we can gauge the contribution of this mechanism.
Woloshin et al. (2008) provide 10-yearmortality rates from all causes
by age groups separately for smokers and non-smokers to illus-
trate the large mortality risk associated with smoking. We use these
rates to construct 26-year mortality rates that would apply to
smokers and non-smokers in our cohorts; the mortality rate for
smokers is 240 deaths per 1,000 men while that for non-smokers
is just 93 deaths.27 According to estimates by DeWalque (2007), one
year of college is associated with 47 fewer smokers per 1,000 men.
If this effect of college on smoking is causal, as argued by DeWalque
(2007) and Grimard and Parent (2007), the resulting decline in
smoking could explain a reduction of 6.9 deaths.28 Our IV point es-
timates suggest that one additional year of college will lead to 21
fewer deaths per 1,000 men by age 65. Therefore, smoking could
explain about a third of the mortality differential we find.

We also shed some light on other potential mechanisms for the
effect of college education onmortality by examining the causal effect
of college on auxiliary outcomes such as health insurance and earn-
ings. Using data from the Census and the American Community
Survey and employing the same IV strategy used to establish the
mortality results, we show that increased college education leads
to both higher earnings and higher rates of health insurance. Using
data from the National Health Interview Study, Buckles et al. (2013)
show that college education is also associated with less smoking
andmore exercise for our cohorts of interest.29 These results suggest
that the impact of college education on overall mortality may par-
tially operate through greater financial and health resources, and
that the impacts on cancer (especially lung cancer) and heart disease
may be partially explained by the differences in behavior.

While our estimates of the impacts of college education on health
and earnings are in line with what others have found using a variety
of alternative identification approaches, our estimates of the causal
impacts of veteran status on both long-runmortality andwages differ
from what has been reported in the literature. Conley and Heerwig
(2012) find no overall impact of veteran status on longer-run mor-
tality, although they do find a small reduction in mortality for less-
educated men. Our estimates of the impact of veteran status on
mortality are generally negative and statistically significant. Angrist
and Chen (2011) find no long-run impact of veteran status on earn-
ings whereas we find verymodest but statistically significant positive
impacts. Examining the health consequences of military service
during WWII and the Korean War, Bedard and Deschênes (2006)
find that cohorts subject to higher rates of military service were sig-
nificantly more likely to smoke and experienced higher rates of heart
disease and lung cancer. The results using the NHIS data reported
in Buckles et al. (2013) indicate that Vietnam veterans had higher
rates of smoking but lower rates of heart disease and cancer.

What do these differences imply about the plausibility of our find-
ings? In answering this question, it is important to keep in mind
that the most influential studies on the impact of veteran status (in-
cluding those cited) use the Vietnam draft lottery as an instrument.
As such, the marginal veteran in these studies is likely different from

27 We constructed these figures by summing the mortality rate for 35 and 45 year
olds and then adding 0.6 multiplied by the mortality rates for 55 year olds.
28 Given the lower mortality rate of non-smokers constructed above, only 4.4 of
the 47 fewer smokers would have died over the 26 year period whereas 11.3 would
have died had they remained smokers.
29 See Cutler and Lleras-Muney (2010) for similar results in the NHIS for a broader
set of cohorts.

Table 6
College education and health insurance access.

Any
insurance

Private
coverage

Public
coverage

Panel A: OLS
Years of college 0.02*** 0.04*** −0.03***

(0.01) (0.01) (0.01)
Veteran status 0.05*** −0.04** 0.24***

(0.01) (0.02) (0.03)
Panel B: IV
Years of college 0.03* 0.02 0.01

(0.02) (0.02) (0.03)
Veteran status 0.07*** −0.03 0.31***

(0.02) (0.02) (0.02)
Mean of dependent variable 0.92 0.84 0.18

Notes: Standard errors are in parenthesis and are clustered by birth state. ***, **, and
* indicate statistical significance at the 1, 5, and 10% level, respectively. Data are from
ACS survey years 2008–2010. Samples restricted to white, male respondents born
between 1942 and 1953, and aged 64 or younger at the time of the survey. Depen-
dent variable is the fraction of individuals reporting having any insurance coverage
(Any Insurance), private insurance coverage (Private Coverage), or public insurance
coverage (Public Coverage). The IV specifications use a third-order polynomial in the
national and state-level induction risks to instrument for average years of higher
education (Years of College) and the fraction of veterans (Veteran). C-D F statistic is
9.28 (p-value of 0.00). First stage standard F statistics are 13.6 and 11.2 for years of
college and veteran, respectively; A-P F statistics are 13.3 and 146.1 for college and
veteran, respectively.
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that in our study. The lottery was designed to improve the repre-
sentativeness of inductees, specifically by making them more
educated compared to the population of inductees that arrived under
the draft board exemptions system. It is therefore possible that the
positive effects on health that we find for veterans in our study are
attributable to the fact that our marginal veteran is less educated
than in a lottery IV design. The Conley and Heerwig (2012) results
for less educated lottery inductees are consistent with this. It is pos-
sible that the positive earnings impacts we find can also be explained
by this, but there are no relevant impacts in the literature to which
we can compare ours.30

As a result of our identification strategy and sample, our results
do have some limitations. First, the treatment effect we identify is
the effect of college education on mortality for those who decide
to get additional education in response to draft risk. The effect of
going to college for other reasons may be different. Second, our pop-
ulation consists of white men who were born between 1942 and
1953. Results could be different for other demographic groups (mi-
norities, women) or for more recent cohorts. The findings in this
paper indicate that there is a large return to schooling on health
for changes at the top part of the education distribution. Of course,
whether these findings would point towards education subsidies
depends on the presence of market failures, either in the form of
externalities, credit constraints, or lack of knowledge about the health
benefits of college education. To the extent that this paper pro-
vides useful information about the benefits of college in reducing
adult mortality, we hope that it might help address one possible
source of inefficient investments in human capital.
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Appendix A: Identification in a structural model with direct
and indirect effects

We begin by presenting a simple structural model that relates
veteran status and college attainment to health through both direct
and indirect channels. The parameters of interest for our analysis
of a health outcome Y are the coefficients on the years of college
variable C and the veteran status indicator V in the first equation
of the structural equation system31

Y C V X= + + ′ +α α α ε1 2 4 (A1)

C V Z X= + ′ + ′ +γ γ γ ν2 3 4 (A2)

V Z X= ′ + ′ +β β η3 4 . (A3)

Suppose for simplicity that the vector of instruments Z has two
entries Z1 and Z2. The p-dimensional vector X contains additional
covariates, including a constant. Both Z and X are exogenous in the
sense that the unobserved error components ε, ν, and η satisfy
E(ε|Z,X) = E(ε), E(ν|Z,X) = E(ν), and E(η|Z,X) = E(η). Since we have con-
stants in the system, we can without loss of generality take
E(ε)=E(ν)=E(η)=0. The variables C and V are assumed to be endog-
enous in (A1) so that Cov(ε, C) ≠ 0 and Cov(ε, V) ≠ 0.

For our purposes, identification of the structural parameter of
interest α α α0 1 2: ,= ( )′ is best thought of in terms of reduced-form
restrictions. We can write the reduced form of the structural system
(A1)-(A3) as

Y C V Z X( ) = ′ ′( )⎛
⎝⎜

⎞
⎠⎟
+ ( )Π Π

Π Π
11 12

21 22
1 2 3υ υ υ . (A4)

Here υ υ υ1 2 3, ,( ) is a row vector of reduced-form errors and
Πij ij( ) =12, is the matrix of reduced-form parameters. The dimen-
sions of Π11 and Π12 are 2 × 1 and 2 × 2, respectively; Π21 and Π22

are p × 1 and p × 2. The first stage for (A1) (i.e., the reduced form
of structural equations (A2) and (A3)) is therefore

C V Z X( ) = ′ ′( )⎛
⎝⎜

⎞
⎠⎟
+ ( )Π

Π
12

22
2 3υ υ .

Plug the preceding display into (A1) to see

Y Z X= ′ ′( )
+

⎛
⎝⎜

⎞
⎠⎟
+

Π
Π

12 0

22 0 4
1

α
α α

υ .

We conclude from (A4) that Π Π12 0 11α = , and therefore
α0 12

1
11= −Π Π . The sample equivalent of this is just the IV estimator

of α0. Since the reduced-form parameters are identified as long as
E ′ ′( )′ ′ ′( )Z X Z X, , is invertible, it follows that α0 is identified if and
only if

rank Π12 2( ) = , (A5),

which requires the correlation structure of Z and (C,V) to be rich
enough to disentangle the effects coming from C and V.

We now briefly outline a test of this rank condition based on the
Cragg and Donald (1993) test for identifiability. In the standard case
with a single endogenous variable, this test is identical to the usual
first-stage F test. In our two-variable setting, the standard first-
stage F test and the Cragg–Donald F test complement one another.
We can use standard F statistics to separately test, in each first stage
equation, the null hypothesis of no correlation between the instru-
ments and the endogenous variables against the alternative of
correlation. Rejecting the null in each case provides evidence that
there is correlation, but does not necessarily imply that the corre-
lation structure is rich enough to identify our structural parameter
α0. The presence of correlation with insufficient structure is pre-
cisely the null hypothesis of the Cragg–Donald F test and can be
expressed as

H0 12 1: .rank Π( ) = (A6)

The alternative is identification of α0 in the sense of equation
(A5). Hence, if we reject the null in both the first-stage F tests and
the Cragg–Donald F test, we have evidence that the structural pa-
rameters are identified. The Cragg–Donald test can be interpreted

30 Angrist and Chen (2011) provide separate estimates of the earnings impacts of
lottery-based induction for blacks but not for less skilled individuals. The esti-
mates for blacks are positive but insignificant.
31 Our model assumes that education only has a direct effect on health at the state-
cohort level (that is, there is no indirect effect through veteran status). We believe
this reflects the historical record. Certainly, college students could delay or avoid
conscription by staying in school, but induction rates for a birth state-birth cohort
were unlikely to be affected by individual draft-avoidance behavior. This is because
local draft boards needed to fulfill specific manpower requirements set by the De-
partment of Defense. This assumption is also supported by evidence (available upon
request) showing that veteran status is not predicted by graduation rates at the birth-
state birth-cohort level in our data. Ultimately this assumption simplifies our
econometric analysis, but it is not required for identification.
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like F statistics with 2(k − 1) numerator degrees of freedom, where
k ≥ 2 is the number of instruments.32 The null (A6) and alternative
(A5) do not change for different values of k.

Another test that is sometimes proposed in settings with mul-
tiple endogenous variables is the adjusted F statistic developed in
Angrist and Pischke (2009). It tests, separately for each first stage
model, whether the correlation between the instruments and a given
endogenous variable is weak while accounting for the fact that some
of the variation in the instruments is used in the remaining first
stages. Although they do not represent a direct test of our struc-
tural model and identifying assumptions, the Angrist–Pischke F
statistics are potentially of interest as a diagnostic test of weak in-
struments. Thus, we report Angrist–Pischke F statistics as well.

Appendix B: Interpretation of the structural parameters

We now show that α α α0 1 2= ( )′, has a causal interpretation by
using the instruments Z1 and Z2 to mimic interventions that change
C while holding V fixed (or vice versa) without affecting the error
term ε. To avoid obscuring the problem with unnecessary nota-
tion, we do not explicitly include the covariates in the discussion,
although all of the results below remain valid conditional on X. To
interpret α1, it follows from (A5) in Appendix A that we can find
values z z11 21,( ) and z z12 22,( ) such that

E E andC Z z Z z C Z z Z z1 11 2 21 1 12 2 22 0= =( )− = =( ) ≠, , (A7)

E EV Z z Z z V Z z Z z1 11 2 21 1 12 2 22 0= =( )− = =( ) =, , , (A8),

i.e., switching from z z11 21,( ) to z z12 22,( ) changes college attain-
ment without changing the probability of veteran status. From these
two relations, equation (A1), and the exogeneity assumption, we
can conclude

α1
1 11 2 21 1 12 2 22

1 11 2 21

= = =( )− = =( )
= =( ) −

E E
E E

Y Z z Z z Y Z z Z z
C Z z Z z C

, ,
, ZZ z Z z1 12 2 22= =( ),

.

The parameter α1 therefore measures the average change in the
outcome variable for individuals where an intervention changed the

average level of college attainment without changing the proba-
bility of veteran status, adjusted for the fact that a change in the
average college attainment does not necessarily induce an effect on
the college attainment of an individual. A similar argument can be
made for α2 with different values for (Z1, Z2) and reversed equality
signs in (A7) and (A8).

It can also be seen that the parameters α1and α2 are “local average
treatment effects” from two different interventions. Within the con-
stant effects framework, α1 measures the causal effect of an
intervention described by (A7) and (A8) on individuals that comply
with the intervention. Intuitively, as long as condition (A5) holds,
our instruments vary enough to mimic a situation in which varia-
tion in college access and variation in veteran status come from two
independent randomized experiments. This breaks the dependen-
cy between outcomes in equations (A1)-(A3). It may be that some
individuals would be “randomly selected” to receive both inter-
ventions, but their receipt of both interventions is unrelated to the
relationships in the structural model. This interpretation crucially
depends on our parametric assumptions; we do not claim to non-
parametrically identify local average treatment or any other (direct,
indirect, or total) causal effect.

32 We compute theminimumdistance version of the Cragg–Donald statistic because,
as opposed to the minimum eigenvalue version routinely reported in statistical soft-
ware, it remains valid when cluster-robust covariance matrices are used; see Buckles
et al. (2013) for details on the minimum distance statistic in our context.

Table A1
Estimates for the impact of college education on mortality, by leading causes of death, linear and quadratic IV specifications.

Cancers Heart
disease

Accidental
injury

Suicide Infectious/
parasitic

Liver
disease

Diabetes Stroke Chronic
Low Resp.

Homicide

Panel A: linear IV
Years college −14.81** −9.33 0.53 −1.93 2.98 0.11 −0.53 0.09 1.93 −0.05

(7.28) (6.68) (2.76) (1.71) (2.45) (1.71) (1.12) (0.94) (1.54) (0.62)
Veteran status −7.06 −7.20 −5.20 −0.01 −5.56* −1.58 −0.60 −2.73** −7.81*** −0.33

(9.10) (8.69) (3.45) (2.25) (3.29) (2.19) (1.40) (1.26) (2.07) (0.82)

Panel B: quadratic IV
Years college −13.47*** −10.02*** 0.51 0.52 2.41*** 2.82*** −1.10*** −1.79*** −1.55*** −0.38

(2.35) (2.41) (1.11) (0.62) (0.63) (0.93) (0.38) (0.39) (0.48) (0.28)
Veteran status −8.76** −6.31* −5.17*** −3.12*** −4.84*** −5.03*** 0.13 −0.32 −3.40*** 0.10

(3.44) (3.63) (1.49) (0.85) (1.00) (1.22) (0.50) (0.58) (0.69) (0.38)

Notes: Standard errors are in parenthesis and are clustered by birth state. ***, **, and * indicate statistical significance at the 1, 5, and 10% level respectively. The dependent
variable is the mortality rate by cause from 1981–2007 per 1,000 persons. The IV specifications enter the induction risk terms linearly or as a second-order polynomial
(quadratic) as indicated in the panel headings. Number of observations is 600 in each regression and regressions are weighted by cell size. Additional controls include birth
state fixed effects and birth region trends. See Table 1 notes for data sources and sample restrictions.

Table A2
OLS and IV estimates for the impact of college education on mortality, additional
causes of death.

Lung cancer Colon cancer

Panel A: OLS
Years college −4.59*** −0.66***

(0.85) (0.17)
Veteran status −7.19*** −1.11***

(1.11) (0.28)
Panel B: IV
Years college −7.85*** −0.73***

(0.94) (0.23)
Veteran status −2.73* −0.94***

(1.44) (0.36)

Notes: Standard errors are in parenthesis and are clustered by birth state. ***, **, and
* indicate statistical significance at the 1, 5, and 10% level respectively. The depen-
dent variable is the mortality rate by cause from 1981–2007 per 1,000 persons. The
IV specifications use a third-order polynomial in the national and state-level in-
duction risks to instrument for average years of higher education (Years College) and
fraction of veterans (Veteran) using a 2SLS model. Number of observations is 600
in each regression and regressions areweighted by cell size. Additional controls include
birth state fixed effects and birth region trends. See Table 1 notes for data sources
and sample restrictions.
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Table A3
OLS and IV estimates for the impact of college education on wages and earnings, 1980.

IV Specification:

OLS Linear-2SLS Quadratic-2SLS Quadratic-LIML Cubic-2SLS Cubic-LIML
[1] [2] [3] [4] [5] [6]

Panel A: log earnings

Years of college 0.10*** −0.04 0.12*** 0.12*** 0.12*** 0.12***
(0.02) (0.06) (0.02) (0.03) (0.02) (0.02)

Veteran 0.10*** 0.36*** 0.08* 0.08* 0.07** 0.06*
(0.02) (0.11) (0.04) (0.05) (0.03) (0.04)

Mean log earnings 9.54 9.54 9.54 9.54 9.54 9.54
Panel B: log wages
Years of college 0.05*** −0.01 0.03 0.03 0.03** 0.03**

(0.01) (0.05) (0.02) (0.02) (0.01) (0.01)
Veteran 0.07*** 0.19** 0.10** 0.10** 0.10*** 0.10***

(0.01) (0.09) (0.04) (0.04) (0.03) (0.03)
Mean log wages 1.98 1.98 1.98 1.98 1.98 1.98

Notes: Standard errors are in parenthesis and are clustered by birth state. ***, **, and * indicate statistical significance at the 1, 5, and 10% level respectively. Data are birth
state-cohort cell averages from white men in the 1980 Census IPUMS extracts, born between 1942 and 1953. Dependent variable is mean log real earnings or log real wages.
The IV specifications use the national and state-level induction risk to instrument for average years of higher education (Years of College) and the fraction of veterans (Veteran).
Underlying microdata sample is therefore restricted to those with valid earnings in 1980. Earnings of top-coded observations are multiplied by 1.5. Hourly wages are cal-
culated as total wage and salary income divided by hours of labor supply. Wage calculations exclude those with missing hours or weeks worked. We truncate the bottom
1% of hourly earners and those above 1.5 times the maximum annual income amount divided by 1,750 (35 hours per week for 50 hours per year). Specifications are oth-
erwise identical to those in Table 3. Number of observations is 600 in each regression and regressions are weighted by cell size.
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