
The starting point for the contributions to this volume, and the conference
for which they were prepared, is that there is no consensus on “what

works” for growth and development. The ultimate goal of development
research—a plausible demonstration of what has worked in the past and what
might work in the future—remains elusive. As Martin Ravallion points out in
his comment on chapter 2, we are beyond “policy rules” such as the Washington
Consensus, and “thinking big” on development and growth is in crisis. The “big”
triggers for economic growth have not been shown to work, either because they
in fact did not work or because it was impossible to demonstrate their impact
persuasively.

As a result, many in development have turned to “thinking small.” For the
most part—but not exclusively—the focus has shifted from macro- to micro pol-
icy questions. This type of research commonly seeks the most effective method
for delivering public goods such as education and vaccines. A growing method-
ology for analyzing micropolicy questions is randomized controlled trials (also
known as Randomized Evaluations, REs). Much of this volume is about the mer-
its and drawbacks of REs in elucidating what works in development. The specific
arguments—we say more on them later in this chapter—revolve around several
nagging questions. What kind of development policy research yields “hard” evi-
dence? Are some types of evidence “harder” than others? Is there a trade-off
between the scope of the questions researchers ask and the quality of the evidence
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they generate? What questions and what quality of evidence matter most for
development policy and aid effectiveness? In exploring these issues, it is essential
to first ask how the crisis in thinking big transpired and whether thinking small
is indeed a solution.

The Collapse of “Thinking Big” 

The failure of thinking big—elsewhere described as “the panaceas that failed”—
has been widely acknowledged.1 Many would agree with Arnold Harberger that
“there aren’t too many policies that we can say with certainty . . . affect
growth.”2 Some, like those behind the Barcelona Development Agenda, would
go even further: “There is no single set of policies that can be guaranteed to
ignite sustained growth.”3 Even the universally revered dean of growth theory,
Robert Solow, believes that “in real life it is very hard to move the permanent
growth rate; and when it happens . . . the source can be a bit mysterious even
after the fact.”4

Where did this pessimism come from? As both Abhijit Banerjee, and William
Easterly in his comment on Banerjeee, discuss later in the volume, several con-
tributing factors readily come to mind: despite concerted attempts, macroecono-
mists were unable to deliver higher growth; the credibility of the growth regres-
sion literature waned; extremely volatile growth rates could not be explained; and
growth analysis neglected to do enough long-run regressions.

The Failure of Big Pushes to Raise Growth 

Three unsuccessful pushes are particularly notable:
1. The early big push in foreign aid (especially in the most aid-intensive con-

tinent, Africa).
2. Structural adjustment (also known as the Washington Consensus) in the

1980s and 1990s.
3. “Shock therapy” in the former Communist countries.

All of these episodes are far from natural experiments, of course, with adverse
selection posing a severe problem for the interpretation of policy impact. How-
ever, all three had such poor outcomes that the counterfactual—that growth
would have been even worse without the macroeconomic intervention—was
hardly plausible.
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1. Easterly (2001).
2. Harberger (2003).
3. The Barcelona Development Agenda was the consensus document resulting from Forum Barcelona

2004, Barcelona, Spain, September 24–25 (www.barcelona2004.org/esp/banco_del_conocimiento/docs/
CO_47_EN.pdf ). Those involved in this exercise included Olivier Blanchard, Guillermo Calvo, Stanley
Fischer, Jeffrey Frankel, Paul Krugman, Dani Rodrik, Jeffrey D. Sachs, and Joseph E. Stiglitz. 

4. Solow (2007).
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The Failure of the Growth Regression Literature 

The pessimism surrounding big pushes intensified as the credibility of  the cross-
country growth literature declined, with its endless claims for some new “key to
growth” (regularly found to be “significant”) and probably well-deserved reputa-
tion for rampant data mining. As the Easterly comment on Banerjee notes, the
number of variables claimed to be significant right-hand-side (RHS) determi-
nants approached 145, which is probably an undercount.5 Having a long list of
possible controls to play with, researchers found it easy enough to arrive at sig-
nificant results, and using the abundant heuristic biases that make it possible to
see patterns in randomness, convinced themselves that the significant results were
from the “right” specification, and that the others (usually unreported) were from
the “wrong” ones.6

The growth literature was also criticized for its inability to address causality. In
the absence of clear evidence that growth outcomes can be attributed to specific
levers, development research has severely limited utility for policy. This deficiency
was probably due to the infeasibility of instrumenting for multiple RHS variables.
Any such attempts usually relied on the Arellano-Bond or Arellano-Bover dynamic
panel techniques, which (essentially using lagged RHS variables as instruments)
became a kind of magical machine churning out causal econometric results. Unfor-
tunately, the identifying assumptions were so implausible as to leave most outside
observers unconvinced. This left the causality question unresolved.

Not to overstate the inevitability of the collapse of growth knowledge, neither
data mining nor causality was a completely hopeless cause in aggregate regres-
sions. Data mining can be held in check with a well-known methodology: esti-
mating slight variants of the original specification that are as plausible as the orig-
inal; or, better yet, adding new data that were unavailable at the time of the
original estimation to the exact specification. As far as causality was concerned,
occasionally there would be a reasonably plausible instrument for a RHS variable
of particular interest.

Both remedies can be explored in the hotly debated literature on the effect of
aid on growth. Since it is hard for researchers to hold themselves aloof from the
strong vested interests in and political biases for or against aid, there was enor-
mous scope for data mining in aid and growth regressions. One very simple test
of data mining is to add new data that were not available at the time of the orig-
inal regression specification and see if the results still hold. The famous result of
Craig Burnside and David Dollar that “aid raises growth in a good policy envi-
ronment” did not pass this test.7
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As for causality, one promising instrument for aid was population size, because
of the quirk that the aid donor bureaucracy does not fully increase aid dollars one
for one with recipient population size. Log of population is thus an excellent pre-
dictor of aid/gross domestic product (GDP), thankfully unrelated to the economic
motivations for aid, and has been used in many studies. Another original strategy
for identifying the impact of aid on growth has been to instrument aid from the
Organization of Petroleum Exporting Countries (OPEC) to their poor Muslim
allies with the interaction between oil price and a Muslim dummy variable.8 This
approach uncovered a short-term effect of aid on output, but also a zero effect on
medium-term growth. The generalizability problems of such identification strate-
gies are much like those of REs. Does small-population-induced aid have the same
effect as other aid? Does intra-Muslim aid have the same effect as aid from the
United Kingdom to Africa? Another problem, which REs typically do not have, is
serious doubt about the excludability of the instrument in cross-country growth
regressions.

But even when establishing causality was not possible, it would have been
equally extreme to say that strong partial correlations would or should have no
effect on priors about causal policy effects. Researchers were also probably influ-
enced by the established body of theory, which tended to predict causal effects of
policies on growth without much reason to think that growth would feed back into
policies.

The Volatility of Growth Rates 

By and large, the growth literature has also failed to establish even robust partial
correlations between growth and country characteristics. One reason is that
growth rates are extremely volatile while country characteristics are persistent. A
crude way of showing growth volatility is to do a random effects regression on a
panel of annual per capita growth rates between 1960 and 2005. This reveals that
only 8 percent of the cross-time, cross-country variation in growth is due to per-
manent country effects; the other 92 percent is transitory. The annual standard
error of the pure time-varying component of growth is an amazing 5.06 percent-
age points.9 In the latest successive decades, 1985–95 and 1995–2005, there is
virtually zero correlation between a country’s performance in one decade and its
performance in the next (hence virtually 100 percent mean reversion). This is very
bad news when almost all of the plausible determinants of growth are relatively
permanent country factors. It was like trying to explain differences in this week’s
batting averages of baseball players by differences in long-run fundamentals such
as training regimens (or steroids!). The noise-to-signal ratio is so high with both
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8. Werker, Ahmed, and Cohen (2009).
9. This was documented more than fifteen years ago by Easterly and others (1993), and in another

form by Pritchett, Rodrik, and Hausmann (2005), who showed high-growth episodes to be almost always
 temporary.
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weekly batting averages and decade growth rates that any such attempt is largely
futile.

Long-Run versus Short-Run Development and Growth Literature 

When asked about the impact of the French Revolution, Zhou En-Lai reportedly
said it was “too soon to tell.” So with growth performance. A very long-run aver-
age of growth rates is needed to lower the noise-to-signal ratio enough to have
something interesting to relate. To put it another way, growth analysis has suffered
from what Daniel Kahneman and Amos Tversky sarcastically call the Law of
Small Numbers problem: reading too much into growth differences over one or
two decades when they were mostly transitory.10 The obvious answer was to go to
more long-run analysis, which is in fact the direction the macro literature took,
doing regressions for log levels of per capita income as a function of long-run char-
acteristics such as institutions.11

The lack of persistence of growth rates made data mining easy—and easy to
catch. As new growth observations came in, almost uncorrelated with past obser-
vations, the data miners would keep finding new variables that “explained”
growth. As yet more new data came along, country factors would be the same, but
the growth rates would get scrambled again, and the results would vanish. In an
amusing nonacademic example, countries in which people ate fast were found to
grow more rapidly over 2001–08 than countries in which people ate slowly.12

Fast-Food USA has been growing faster than slow-eating Japan. The culture on
eating presumably is persistent, so this result would not have held in the old days
of rapid Japanese and slow U.S. growth, and any slow-eating French boom would
make the result disappear again.

Those who reject such chicanery currently hold the field in empirical growth
research. This position itself may not be sustainable, however. For the consumers
of academic research, just saying “it’s too soon to tell” about a matter as visible as
economic growth differences is almost impossible to accept. So the nearly univer-
sal debunking of growth knowledge has not stopped attempts to explain growth.

The latest attempts appear to embrace a theory on the order of

Growth (country i, period t) = Coefficient (country i, period t) * 
Policy (country i, period t).

This equation finally fits the data very well! Alas, tautological and nonfalsifiable
theories are not usually allowed. Lest we appear to exaggerate, consider a state-
ment by the World Bank Growth Commission in the aftermath of $4 million
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worth of conferences and consultants: “It is hard to know how the economy will
respond to a policy, and the right answer in the present moment may not apply
in the future.”13 In chapter 2 of this volume, Dani Rodrik also seems to flirt with
this extreme at times, although he avoids nonfalsifiable tautology by laying claim
to independent knowledge with growth diagnostics exercises that would give
insights into the coefficient (i,t)’s.14

Ricardo Hausmann in chapter 6 notes the complexity of public policy and
institutions and suggests that the search for which policy is “the answer” only
makes sense if there was a “central planner” implementing policies, which is no
more feasible for public policy than for private goods markets. He argues for
decentralized public policymaking to address such complexity.

The unpopular but well-justified focus on the long term can also generate
insights into development from long-run stylized facts. A long tradition in devel-
opment is to establish robust stylized facts in levels that guide development think-
ing—examples are the positive correlation between democracy and per capita
income (which has stimulated thinking about causal channels in both directions),
the negative correlation between per capita income and fertility (often interpreted
causally as “development is the best contraceptive”), the relationship between life
expectancy and income, and how that relationship (the “Preston curve”) has
shifted over time (suggesting that major changes in health technology can im -
prove health without income growth), and so on.15 The neoclassical production
function model of development has come into question because of its violation
of many stylized facts about development (such as capital flows, brain drain, and
the failure of absolute convergence).16 New growth models have also been guided
by macro stylized facts. For example, idea models that stress R&D efforts as a
determinant of growth have run afoul of the stationarity of growth rates and the
nonstationarity of R&D efforts,17 although they would fit the very long run of
world development as a whole.18 Another stylized fact in many analyses is the sur-
prising significance of very long-run history for determining today’s outcomes,
which may lend support to some growth theory models with increasing returns
and sensitivity to initial conditions. As David Weil notes, commenting on chap-
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13. World Bank Growth Commission on Development (2008).
14. Of course, parameter heterogeneity is indeed a problem, and econometrics can at least discuss what

the estimated coefficients mean when there is such heterogeneity. The coefficients will mean something
very much like what the analogous situation in micro experiments means, with the estimate signifying
something like a “local average treatment effect” (Deaton [2009]). The difference in macro regressions is
that the “local” is averaging over a lot of very varied experiences across countries, while the “local” in micro
is averaging over a specific population within a small treatment site.

15. On life expectancy and income, see Deaton (2006).
16. As discussed in Klenow and Rodríguez-Clare (1997); Easterly and Levine (2001).
17. Jones (2005).
18. Kremer (1993); Galor and Weil (2000).
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ter 4, scientific experiments are not the only means of learning about develop-
ment; historians do not do experiments, but most economists think that they
learn something from historians (including economic historians such as Stanley
Engerman and Kenneth Sokoloff analyzing why North America is richer than
South).

So thinking big is not dead. However, sixty-year-old hopes that thinking big
would translate into clear guidance on how to move immediately into rapid
growth and development have been repeatedly disappointed.

The New Promise of “Thinking Small” 

The macro literature is not alone in lacking decisive evidence. REs, “natural
experiments,” and other methodologies prioritizing transparency and clean iden-
tification became popular because of the great vacuum of microevidence on devel-
opment projects. As Lant Pritchett has eloquently put it, nearly all World Bank
discussion of policies or project design had the character of “ignorant armies
clashing by night.”19 Despite the heated debate among advocates of various activ-
ities, they rarely presented any firm evidence or considered the likely impact of
those actions. As far as we know, there was never any definitive evidence that
would inform decisions of funding one instrument versus another (such as vacci-
nations versus public education about hygiene to improve health, or textbook
reform versus teacher training to improve educational quality).

Even a World Bank handbook was quick to note that “despite the billions of
dollars spent on development assistance each year, there is still very little known
about the actual impact of projects on the poor.”20 The RE literature made a clear
case for basing aid policy on evidence rather than prejudice and special interests.
This methodology holds tremendous promise for improving aid effectiveness
(and cost-effectiveness) by helping policymakers, donors, and nongovernmental
organizations (NGOs) choose between a nearly infinite range of development
program possibilities. While REs have some drawbacks—and doing them well is
often an art—they have the undeniable strength of transparency and usability. A
simple comparison of means between treatment and control groups can persua-
sively illustrate the impact of many different types of development policies and
NGO programs.

But has the RE literature managed to solve the problems that afflicted the
thinking big literature? There is already some backlash against REs, in some ways
reminiscent of the backlash against aggregate macrowork, although many of the
issues are quite different.
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Arguments for and against REs 

The view that REs are a major advance over cross-country empirics has drawn
strong support as well as criticism. We do not try to resolve that debate here.
Instead we simply summarize some of the arguments on both sides regarding RE
identification, external validity, RE links to theory, data mining, RE effect on
implementing agencies, its effect on policy, and the underlying ethical and social
engineering concerns. The order in which we present them should not be taken
to imply that one side or the other has a decisive last word on the matter.

RE Identification. The most important claim of RE supporters is that
they have solved the identification problem. Controlling the assignment mecha-
nism through randomization allows a causal (“treatment”) effect (usually of a
development program or policy) to be estimated by removing selection bias. If the
great majority of people offered the treatment in an RE accept it or (in the less
likely case) there is no selective compliance with the randomization, REs allow
one to estimate average program impact through a simple comparison of means
across treatment and control.

When compliance with the program or policy is selective (for example, when
only the sickest people take up a health product or the smartest children use new
textbooks in a school), a common approach is to instrument the actual treatment
with the treatment assignment. This is an advance over using standard instru-
mental variables (IVs) since (as long as the randomization was not compromised
somehow) one can be sure that the instrument is exogenous and that the causal
effect on outcomes is being identified. In sum, REs deliver an internally valid esti-
mate of the causal effect of a policy or program on outcomes, something that is
unattainable with observational studies.

A primary criticism with RE identification (when the treatment effect is in -
strumented), however, is the ambiguity about what is being identified. If the
impact of the policy or program varies across members of the treatment group
(that is, there are heterogeneous treatment effects), the parameter being identified
is a Local Average Treatment Effect (LATE). Specifically, it is the impact for the
subset of people who were induced to adopt the treatment because it was offered
to them (“compliers”) and excludes those who would never adopt the treatment,
or who would have adopted it in the absence of the intervention.21 Although this
contains much useful information, it omits important details about the effect of
the treatment on individuals who are not “local.” As Ravallion points out later in
the volume, this poses a problem for generalizability. If the program has a very
different impact on the “compliers” than on others in the population, how can a
policymaker determine its possible impact on a national level? Further, the aver-
age estimate that LATE delivers has limited usefulness. How valuable is LATE rel-
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ative to the median effect of a program? And is LATE useful for the case in which
a program has a positive average impact but causes a small share of people to suf-
fer very negative consequences?

External Validity. Can an RE finding be generalized to other settings?
Among the skeptics, Angus Deaton and Dani Rodrik might concede RE’s inter-
nal validity but would seriously question its external validity.22 Like many others,
they wonder whether the particular outcome of a particular program carried out
on a particular population in a particular country by a particular implementing
organization would be found in other circumstances. One of the main objectives
of REs is to guide policy decisions, but how can policymakers be sure whether a
program that worked well in one country would have similar effects in another?
Or, if it worked with an urban population, that it would work with a rural one?
Equally important, how can one tell that the program would be as effective if
implemented by the government rather than by an NGO? According to Nancy
Cartwright, REs do “not tell us what the overall outcome on the effect in ques-
tion would be from introducing the treatment in some particular way in an
uncontrolled situation, even if we consider introducing it only in the very popu-
lation sampled. For that we need a causal model.”23

One possible solution is to replicate the program in many different settings to
confirm a general result.24 However, the incentives for researchers to do replica-
tions fall off very rapidly with the number of replications already performed.
Moreover, it is unclear how many are needed or how to choose the right sample
of environments (with what factors varying?) to validate a result from the origi-
nal study. Replication is often mentioned as a solution to the external validity
problem without guidance on how many or what kind of replications are “enough”
to establish generalizability. The problems in generalizing from a small slice of
experience are analogous to those for the Law of Small Numbers in aggregate
growth analysis mentioned earlier.

For some, the biggest problem is the lack of a model to clarify why, when, and
where the treatment is expected to work.25 In other words, an RE is most useful
when it sheds light on some behavioral response (such as the price elasticity of
demand for health inputs)—although even then it may not extrapolate to other
settings. REs are less useful when they issue a blanket claim that “X works but not
Y” on the basis of one very small sample in a particular context, without any clear
intuition as to why X is more likely to work than Y. As Rodrik points out in chap-
ter 2, the progression from RE results to policy often involves the same kinds of
appeals to theoretical priors, common sense, casual empirics about similarity of
the new policy setting to the original research setting in some (but not all) aspects,

introduction 9

22. See Deaton (2009); and Rodrik’s discussion in chapter 2.
23. Cartwright (2007) in Deaton (2008).
24. Duflo, Glennester, and Kremer (2008); Banerjee and Duflo (2008).
25. See, for example, Deaton (2009).

01-0282-5 CH 1:Cohen-Easterly  10/6/09  1:49 PM  Page 9



and other more casual sources of evidence as does using aggregate econometric
results and stylized facts to influence policy.

In their defense, however, REs are not alone in facing a trade-off between in -
ternal validity and generalizability. Although cross-country macrostudies are
widely thought to be more generalizable than REs because they estimate averages
over time, space, and population (see chapter 2), some would counter that obser-
vational studies of program impact covering large temporal and cross-sectional
dimensions are equally prone to this trade-off.26 Such studies must often control
for multiple covariates (or use matching) to estimate a treatment effect, but, once
covariates are controlled for, the estimate will be dominated by groups with over-
lapping covariates. In other words, cross-temporal/cross-sectional studies do not
estimate an average treatment effect for an entire population—but only for a cer-
tain subpopulation—just as in the case of REs and IV studies. The advantage of
REs here is that they often produce detailed microdata that can help in under-
standing this population and assessing its generality.

Furthermore, previous theoretical and empirical research, as well as plain com-
mon sense, provides some intuitive grounds for determining which characteris-
tics would really affect program impact (and which would be inconsequential or
secondary) and hence could provide guidance for a manageable number of repli-
cations. In an evaluation of a school intervention that tries to reduce student-
teacher ratios, for example, the main concern would be whether the results extend
to a context in which teachers’ contracts are different, not the color of the school
walls. This sense of what should matter and what should not pervades today’s
increasingly thorough and careful research into REs and external validity. As
Banerjee points out in chapter 7, the significant advantage of REs lies in replica-
bility, since hypotheses about external validity are testable with this methodology.
Ideally, one uses theory to decide what factors would matter for replicability, but
absent that theory, REs can be repeated as frequently as necessary. Atheoretical
replication is clearly not ideal from a social science perspective, but to policy-
makers or NGOs wanting to know how to improve education or reduce poverty
in their country, this feature of REs is a great help.

Of course, it is also important to consider “confounding” factors in assessing
external validity, as illustrated in a study of subsidized bed nets in Kenya.27 The
larger policy question that motivated this investigation was whether bed nets
should be free or highly subsidized for pregnant women. Two factors suggested that
the study’s results might not hold for other populations: (1) social marketing of bed
nets had taken place recently, and (2) only pregnant women were targeted with bed
nets. Although these factors were likely to have influenced the behavioral response
to bed-net pricing, they are not necessarily a problem for external validity. From a
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policy perspective, this is the relevant environment and population to consider:
social marketing of bed nets is exceedingly common in Africa, and pregnant
women and their babies are the target groups for malaria prevention.

In any case, exact replication of REs in different contexts is not required to
draw broad lessons about development, as demonstrated by Michael Kremer and
Alaka Holla in chapter 4, in their discussion of RE literature dealing with educa-
tion and public health and with price sensitivity in these areas. They find that a
number of REs actually explore program variation within different treatment
arms of the same experiment.28 Furthermore, a number of studies have used ran-
domization to estimate structural models.29 A better grounding of REs in eco-
nomic theory could no doubt elucidate the environmental and behavioral factors
behind the results being reported in the program evaluation literature.

Another possibility is to use qualitative research to explore the results of an RE
more closely and to give direction for future research. Anne Case (this volume)
argues that REs miss out on important information by focusing only on quanti-
tative variables. She suggests a mix of qualitative and quantitative analysis. Of
course, macrostudies would benefit from this mix as well, and one advantage of
REs is that they routinely collect very detailed microdata that could be combined
with a qualitative analysis. Nava Ashraf goes a step further, arguing that qualita-
tive analysis should be combined with theory to help use REs more systematically
in a search for what works in development. Responding to Hausmann’s claim in
chapter 6 that REs cannot possibly guide complex and multidimensional policies,
Ashraf argues that qualitative evidence can shed some light on the many ways in
which quantitative RE results may vary across contexts and then theory can be
used to predict which types of variation would meaningfully affect the estimated
program impact.

Another way forward for REs is to make better use of macrodata. Using the
example of determinants of child mortality, Peter Boone and Simon Johnson argue
in chapter 3 that—in the absence of a theory that is being tested—correlations
observed in macrodata can be very useful for motivating the design of an RE.
Klenow (commenting on chapter 7) points out that a divide between “micro” (con-
trolled, laboratory work) and “macro” (data analysis of trends, for example) exists in
most areas of the natural sciences, but that it is routine for macrostudies to moti-
vate and guide micro ones. He uses the example of macrostudies of trends in obe-
sity guiding lab experiments on diet and exercise, or the correlation between smok-
ing and lung cancer spurring more controlled microwork on carcinogenic triggers.

RE Links to Theory. Should REs stop making general “X works”–type
statements and instead try to estimate parameters in a theoretical model of human
behavior, as critics suggest? For Deaton, “heterogeneity is not a technical problem,

introduction 11

28. See Banerjee and Duflo (2008).
29. See Imbens (2009).

01-0282-5 CH 1:Cohen-Easterly  10/6/09  1:49 PM  Page 11



but a symptom of something deeper, which is the failure to specify causal models
of the processes we are examining.”30 The shift toward such models is already
under way in the RE literature but is not reflected much in this volume. The exten-
sive discussion of the free provision of bed nets and water purification tablets, for
example, provides little theoretical analysis and instead jumps immediately to pol-
icy: bed nets should be given away free to avoid reduction in uptake; on the other
hand, a fee for water purification tablets would help to screen out likely nonusers
(see chapters 3 and 4 and the comments by Jessica Cohen and David Weil).

In chapter 4, Kremer and Holla do identify an interesting theoretical anom-
aly: poor people seem remarkably price-sensitive toward goods that should pre-
sumably pay for themselves in the form of health and lost income. They consider
two explanations—(1) a behavioral anomaly (such as commitment problems or
hyperbolic discounting, “procrastination”), and (2) a lack of knowledge of the
payoff from these goods—and appear to favor the first. David Weil notes how
problematic this conclusion is: are the same people also procrastinating on get-
ting their crops into the ground or harvested? If not, why is this behavioral anom-
aly focused on health?

These alternatives have very different policy implications, since zero pricing
might “nudge” the behavior in the right direction under the first hypothesis but
would just mean a lot of the goods would go unused under the second. Anecdotes
exist of malaria bed nets being used as wedding veils and fishing nets, for exam-
ple, and even more systematic evidence reveals that free insecticide-treated bed
nets donated by an NGO have been diverted for drying and catching fish on Lake
Victoria in western Kenya. Given the drastically different implications of the two
explanations, the debate surrounding them has attracted surprisingly little atten-
tion, as attested by the underdevelopment of theory in the RE literature. Hypoth-
esis 2 creates even more puzzles: why do poor people not have accurate knowl-
edge of the payoff to health goods when there is a strong incentive to acquire such
knowledge and the knowledge seems readily available? Efforts to address this
question could lead to even more interesting theory and empirics about knowl-
edge acquisition. Do the poor in Africa not place much credence in scientific
medicine because they have a malfunctioning health system that does not reliably
deliver benefits from scientific medicine? Does more general education correlate
with more knowledge of payoffs to health goods? As David Weil notes, maybe the
customers do not believe the mosquito theory of malaria, doubt the quality of the
bed net, or have trouble knowing whom to believe between bed-net promoters
and traditional healers.

The overall result of such efforts could shed light on the long-debated issue of
whether poor people fit the rational homo economicus model (at a time when no
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one is even sure that highly educated rich people do). Perhaps the paucity of such
discussion reflects a fear of political incorrectness, but it may also reflect an insuf-
ficient commitment to theoretical inquiry in the RE literature.31 As Captain Von
Trapp says in the Sound of Music, we all seem to be “suffering from a de plorable
lack of curiosity.” Kremer, for one, seems ambivalent on the issue of rational deci-
sionmaking among the poor: although he presumes an extremely high degree of
rationality and calculation among poor shopkeepers, from which he reaches an
estimate of the return to capital, he questions rationality in usage of health  ser -
vices and fertilizer.32

Arguably, the weak links of REs to theory—and the consequences that might
have for generalizability—are relevant for observational macrostudies as well.
Sendhil Mullainathan (this volume) argues that the absence of theory compro-
mises generalizability both when one is seeking to extrapolate “up” from a micro -
study and “down” from a macrostudy. He uses the example of wanting to know
what average wages are in Oklahoma. Which information is preferable: average
wages in Kansas or average wages in the United States overall? Neither is suffi-
cient for extrapolating wages in Oklahoma without some theory to guide that
extrapolation.

While a better grounding in theory would benefit observational studies as well
as REs, the latter do have several advantages in their links to theory: REs can test
theories in a very controlled environment, generate parameter estimates with much
more internal validity than other approaches, and deliver a body of evidence on
which a theory can be developed. It is possible to get an accurate estimate of price
sensitivity to bed nets or water purification because of RE methodology. Behav-
ioral theories consistent with that evidence can be developed precisely because the
RE methodology offers replicability and transparency. These behavioral theories
can in turn be tested with REs. The circle from evidence generation to theory back
to evidence—facilitated by the experimental methodology—occurs frequently
within experimental economics. The early economic experiments such as the ulti-
matum game generated a body of evidence contradicting the rational actor model,
which in turn led to a proliferation of theoretical models of fairness and reciprocal
behavior.33 These alternative models generate behavioral parameters that can be
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31. Several issues could be discussed on this specific “human capital irrationality” result: (1) the effect of
education on the ability to process other information about human capital, such as that on nutrition and
transmission of malaria and diarrhea; (2) how “human capital irrationality” is related to what seems to be high
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32. See Kremer, Lee, and Robinson (2008); Kremer and Holla (chapter 4); and Duflo, Kremer, and
Robinson (2007).

33. See, for example, Duflo, Kremer, and Robinson (2009), who use early experimental evidence on
the importance of perceived “fairness” in the context of moral hazard to design a principal-agent model
incorporating fairness, which is then tested experimentally. (They then use all of these experimental results
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calibrated by future experiments. Thus although the criticism that REs ought to
be tied more closely to theory is a valid one, it fails to recognize that REs are
arguably the best-suited methodology for linking with theory.

Finally, pragmatically, one may not always want to link REs to theory. In many
areas of development, one may simply want to know whether a policy or program
works or does not work. Obviously it is optimal if this evidence feeds into a the-
ory that can inform other research, but if it is used to reallocate many millions of
dollars in foreign aid, that is not such a bad outcome.

Data Mining.The pure RE design prevents data mining, for there is only one
regression, of outcome on the treatment dummy, which is specified in advance.
This sounds like a clear advantage for RE over growth regressions with almost
infinitely flexible specifications.

However, as many have pointed out, the incentives for a “result” are still very
strong, and the RE design is not quite as restrictive as just stated.34 First, there are
numerous possible outcome measures. Second, more than one site may be report-
ing results. Third, RE regressions usually include covariates, and the list could be
almost as long as in growth regressions. If the randomization is successful, the
inclusion of covariates should not change the coefficient but only increase preci-
sion. In the presence of budget and administrative constraints, however, RE sam-
ples are often small, which means it is more difficult to achieve a balance across
treatment groups, and covariates can change the estimated treatment effect. Data
mining is most likely to occur in the search for a significant program impact
among different subpopulations. After all the expense and time of a randomized
trial, not only is it is very hard to conclude “we found nothing,” but with the afore-
mentioned tendency to see patterns in randomness, it becomes difficult to resist
the temptation to play with all these margins to get a result. Those who acknowl-
edge these problems recommend full disclosure, but this is hard to enforce.35 In
chapter 3, Boone and Johnson argue that the current RE methodology used in
development economics would not meet the standards of the medical literature
largely because it fails to prespecify primary “endpoints” and typically lacks a sta-
tistical analysis plan.

All the same, REs are moving toward higher standards with regard to data min-
ing. The majority of well-executed REs report the basic specification without
covariates. Most REs use ex ante stratification as well, which allows them to
include subgroup analyses that preserve the integrity of the randomization. Fur-
ther, while the ex post search for significant program effects is not exactly kosher,
it helps pave the way forward, by suggesting follow-up evaluations and hypothe-
ses to be tested.36 Even when REs are not done as carefully as they should be, the
scope for data mining is likely to be less than in cross-country regressions.
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Perhaps a larger problem is publication bias. If a researcher is so virtuous as to
disclose a “no results” finding, the study will probably not get published (espe-
cially since such an outcome does not necessarily prove zero effect but may merely
mean the estimated effect suffers from imprecision). Somebody later surveying
the literature might then assume a positive and significant result of the interven-
tion in question, unaware of the unpublished regressions with no results. It would
be nice to see an aggregate test of the RE literature for data mining/publication
bias, as has been done with other literatures. Of course, publication bias is a con-
cern in all empirical literatures, not just the RE literature—in any context it can
make it difficult to infer “what works” from published information. This problem
could be ameliorated if institutions could conduct REs without an (academic)
publication incentive.

The Effect of REs on Implementing Agencies. RE will inevitably be
seen as an evaluation of, at the very least, whether that program by that NGO or
aid agency (or specific department or even individual) worked on that occasion.
This will in many circumstances reflect well or badly on those proposing and
implementing the program. RE proponents such as Esther Duflo and Michael
Kremer want to discourage this interpretation. Furthermore, they oppose any
scheme that would reward or penalize particular aid actors for positive or nega-
tive results of evaluations, in part because implementing agencies might then be
less likely to cooperate in an RE.37 Or if the agency felt threatened by a negative
result or perceived great rewards to a positive result, it might manipulate the
results.

Even so, many RE proponents do think that aid systems could be redesigned
to reward positive REs: “Positive results . . . can help build a consensus for the
project, which has the potential to be extended far beyond the scale that was ini-
tially envisioned.”38 If this is true, it is hard to imagine that an implementing
agency or its staff would be indifferent to a large increase in its budget from scal-
ing up, or to kudos for having found a very successful intervention. Official aid
agencies and NGOs are notoriously sensitive to good or bad press. It would be
naïve to think that they are ever indifferent to how an evaluation comes out.
Hence the incentive for implementing agencies to manipulate results already
exists. REs in medicine (the gold standard for RE literature) have been criticized
on these very grounds when private drugmakers finance RE studies of their
drugs.39 When agencies are already confident a program is working, notes Raval-
lion later in the volume, they selectively agree to REs, which could bias the prob-
ability of a positive evaluation upward. The RE literature obviously needs to
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devote more attention to such manipulation of evaluations and ways to counter-
act this threat.

Of course, not all REs are directed at existing programs—that is, ongoing pro-
grams whose implementers may have a stake in finding positive results. Many
evaluate existing government policies or new programs that are run by the re -
searchers themselves.40 When REs are involved with specific implementing agen-
cies, they often deal with new variations on existing programs.41 Although the
desire for positive press may still be present in these cases, there is much less
incentive to interfere with the study so as to influence outcomes. To assuage an
implementing NGO’s fear of negative results, an RE may evaluate several versions
of a program simultaneously, shifting the focus to what works best from whether
a program works at all. The testing of new variations can relieve the pressure of
demonstrating that sunk resources were spent wisely.

If the anticipation of a negative evaluation of an existing program could influ-
ence the validity of an RE, it would be sensible for REs to test programs or poli-
cies prospectively. An evaluation of a prospective program’s impact—rather than
the time and money already spent—seems like something that RE researchers
would be happy to advocate for.

RE Effects on Policy. It has been said that since RE is “credibly es tablish-
ing which programs work and which do not, the international agencies can coun-
teract skepticism about the possibility of spending aid effectively and build long-
term support for development. Just as randomized trials revolutionized medicine
in the twentieth century, [REs] have the possibility to revolutionize social policy
during the twenty-first.”42 Moreover, REs are thought to present a simple form of
unambiguous evidence that is more likely to influence policy than other evidence
connected with empirical development. Here, the great success story is PRO-
GRESA in Mexico, which was scaled up and continued under two different
administrations in part because of the positive results of REs.43

At the same time, some have doubts about RE’s effects on policy, arguing that
much of PROGRESA’s success in Mexico, for example, was due to political fac-
tors, particularly since municipalities that had previously voted for the party in
power were more likely to be enrolled in the program, despite attempts to
depoliticize it.44 Even those who dispute that finding have observed that a nondis-
cretionary PROGRESA/OPORTUNIDADES program paid off at the polls for
the incumbent in both the 2000 and 2006 elections, and that President Vicente
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Fox’s decision to expand OPORTUNIDADES from rural areas to the cities made
political sense since his party’s political base was urban.45

In other instances, REs have clearly failed to translate into program adoption,
a famous example being the evaluation of private school vouchers in Colombia.46

Despite the accolades heaped on the program by the RE, it was discontinued and
never revived. The RE literature itself may be less interested in influencing policy
than RE proponents would like (the cancellation of the Colombian voucher pro-
gram, for example, receives little mention in this huge literature). Moreover, many
results in the literature are based on NGO endeavors, not government projects.

Some would even argue that REs can have a minimal impact on policy at best.
In Hausmann’s view, set forth in chapter 6, the policy environment is too “com-
plex” to be informed by REs that can inevitably vary only several dimensions at
once. In this sense, it is naïve to search for simple policy solutions to develop-
ment. The issue of policy complexity is particularly problematic when spillover
effects are likely to be present. Ravallion (this volume) notes that in most REs the
control group cannot really be said to be untreated because limited  government/
NGO resources and attention are likely to flow into control areas when the
treated areas benefit from an intervention. Jessica Cohen (this volume) points out
that REs focusing on whether a particular policy or program increases uptake of
a public health product are likely to often miss behavioral spillover effects that
could ultimately influence the overall morbidity or mortality impact.

Anne Case notes that the political receptivity to outsiders’ intervening in
social service delivery to the poor is very much an unresolved question. The solu-
tion of bypassing the government is also doubtful because of the uneven quality
of private service delivery. Case points out that all of this seriously tempers
Boone and Johnson’s optimism that REs can lead the way to wiping out “pock-
ets of poverty.”

Paul Romer also criticizes the naïveté of RE-based policy advice that “fails to
take into account what people know about why government policymakers do
what they do” and does not recognize that “policymakers are constrained, but
rarely ignorant.” He predicts that “the experimentalists will overstate their con-
clusions if they too try to change what practitioners do.” He recommends instead
that researchers NOT try to be policymakers but just show those who are “how
scientific tools like experiments can help them do their jobs.”

Using education as an example, Lant Pritchett argues in chapter 5 that govern-
ment behavior as driven by economists’ normative recommendations performs
very poorly as a positive model. He also points out that the policy effects of RE
cannot themselves be identified using RE: “the randomization agenda as a method-
ological approach inherits an enormous internal contradiction—that all empirical
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claims should only be believed when backed by evidence from randomization,
excepting, of course, those enormous (and completely unsupported) empirical
claims about the impact of randomization on policy.”

On the other hand, notes Ben Olken, one cannot ignore the role of evidence
in policymaking in general (see his comment on chapter 5). Even though knowl-
edge about “what works” is not guaranteed to change policy, he argues it should
more often than not move policymakers in the right direction, in part because
they want to get reelected. If politicians can be convinced of the benefits of a par-
ticular policy or program for their constituents, they may be willing to adopt it,
particularly if the results are presented as rigorous and transparent. Another rea-
son that RE results could be adopted into policy, says Olken, is that they often
inform the experts who are called in to consult with governments.

With so much of development policy and programming driven by fads, un -
proved hypotheses, and anecdotal evidence, a powerful but often overlooked ben-
efit of REs is their ability to highlight not only what works but also what does not.
REs can very transparently illustrate that money and effort are flowing in the
wrong direction. A 2009 study of bed-net subsidies for pregnant women in Kenya
(discussed by Rodrik, this volume) is a good example of an RE that directly influ-
enced policy by illustrating that something of a development “fad” (social mar-
keting) was neither effective nor cost-effective in this case. By illustrating that,
contrary to conventional wisdom, usage of public health products given for free
need not be lower than those sold for a positive price—and that social marketing
funds were being misdirected—the study played an important role in the Kenyan
government’s decision to make bed nets free for pregnant women.

Even if there is often no direct link between evidence and implementation, it is
hard to believe that a robust knowledge of effective development programs is not
useful. Knowing what works should bring governments closer to effective pro-
grams than chaos and confusion can. This is becoming increasingly apparent as
more and more institutions that hold the purse strings of foreign aid are linking
funding to evidence. For better or worse, governments tend to have limited power
over how foreign aid will be spent in their country. If a donor such as the World
Bank or the Gates Foundation decides that it wants to fund a child health program
on the basis of evidence generated from the types of REs advocated by Boone and
Johnson in chapter 3, for example, recipient country governments are unlikely to
refuse. Nancy Birdsall (this volume) discusses an example of how donors might
compel governments to adopt programs that acquired evidence suggests are impor-
tant for development. “Cash on Delivery” (COD) aid can link funds for develop-
ment directly to the achievement of certain objectives, which could be measures of
broad outcomes (such as graduation rates) or of more specific input (for example,
student-teacher ratios). Linking aid to some broad objective (and remaining agnos-
tic about how best to accomplish it) is appealing in that it resolves the problem of
policy complexity that is raised by Hausmann and others in this volume.47
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Ethical Concerns. Randomized experiments involve human subjects,
which raises tricky ethical issues. Whereas most universities have review boards to
address such issues, other bodies that undertake REs may not undergo this kind
of scrutiny and thus may be unable to ensure that valuable (possibly life-saving)
treatments are not being withheld for scientific research purposes, which is
morally objectionable, of course. That such choices are made randomly is of lit-
tle consolation to those denied the treatment in a community and may even
heighten the sense of mystery and distrust surrounding the researchers and what
these outsiders are really up to. When the treatment and control groups are in the
same or adjacent communities, the RE may generate envy and resentment. RE
implementation offers researchers little advice on how to engage local communi-
ties to address such issues together.

RE defenders would point out, however, that resources are never unlimited, so
it is impossible to treat everybody. Random assignment is a well-accepted device for
allocating scarce resources fairly. The RE can be designed in a way to minimize some
of the problems just mentioned. Often the treatment is phased in, so the control
group in one period becomes the treatment group in the next period. Control and
treatment groups can also be spatially separated to minimize envy and resentment.
Finally, it is certainly becoming the norm for REs to undergo ethical approval.

Social Engineering and the Lack of a Historical Track Record.
What if REs were to succeed in influencing policies on a large scale—would that
be a good thing? Needless to say, this question cannot be answered by RE
methodology, but more casual empiricism would detect the lack of any obvious
examples of countrywide escapes from poverty using policies determined by REs.
So the large-scale application of REs to determine policy is an untested bit of
social engineering, the outcomes of which would be hard to predict.

As David Weil notes later in this volume, there is insufficient discussion about
why outsiders promoting REs to provide social services are doing what they are
doing:

Do economists know something that poor people in developing countries
do not know and therefore plan to do something the poor would have done
if they were more knowledgeable? Do economists have a different discount
rate than they do? Do economists place a different value on the lives of their
children or some such thing? Being explicit about why one wants to be in
the business of providing social services might help in designing policies
that achieve one’s goals. 

Another real-world consideration noted by Ross Levine is the importance of
tacit knowledge for both macro- and micropolicy implementation. One could do
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rigorous experiments to confirm the physics of hitting a baseball and come up
with detailed recommendations based on proven models of physics involving bat
speed and location and responding to the speed and trajectory of the baseball. Or
one could let a kid practice hitting baseballs for years, which would develop tacit
knowledge that cannot be codified into written recommendations. Policy formu-
lation and implementation must surely involve some tacit knowledge that REs
cannot supply. It follows also, as Levine notes, that current policies and institu-
tions exist for reasons partly based on such tacit knowledge. Even if they are not
optimal, changing policies through RE operating on a presumed blank slate is
unlikely to be optimal either.

What do societies do instead of RE? Presumably they rely on some kind of
social knowledge and learning to inform their choice of economic institutions and
policies. As Banerjee points out in chapter 7, there is little evidence that “growth
policy experts” have played any role in making growth happen. Between 1960
and 2008—the period in which economists repeatedly failed to explain growth
differences between countries and repeatedly failed in large-scale attempts to raise
growth—developing countries grew at the highest rate in human history: 2.7 per-
cent a year per capita, which implies a 3.5 times increase in income. It is also at
least anecdotally interesting that East Asia had few academic economists with
international reputations during its period of rapid growth, while slow-growing
Latin America was awash in them.

Economic arguments still may get some credit. This was also the period in
which development policy shifted away from state planning toward more market-
friendly approaches, informed in part by big macrofacts, like the failure of planned
systems compared with market systems over the long run. It helped that this fail-
ure had been predicted by economists like Friedrich Hayek and Milton Friedman
even as the planned systems appeared to be doing well. Policy and growth regres-
sions offer no evidence that any part of the growth just cited is due to this shift,
but the long-run levels suggest that this shift will pay off sooner or later.

Historically, of course, today’s rich countries managed to provide public goods
without using REs at all. Alternative mechanisms worked, such as feedback from
citizens to politicians through voting, interest group lobbying, decentralization of
power to the local level appropriate for most of the public goods, competition
between jurisdictions to attract mobile factors, or just “calling your congressman.”
And, even more obviously, the supply of private goods is not guided by RE test-
ing of “which private goods work,” but simply by the choices of consumers in
competitive markets. The RE literature could give a little more recognition to
these alternative mechanisms for deciding upon public or private goods.

Choice and research evidence need not merely be substitutes, however; they
could also be complements. Economic research, both macro and micro, naturally
aspires to make more knowledge available to those who make the choices (both
leaders and citizens).
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Evidence versus Prejudice 

REs represent progress in having added to the kit of empirical research a tool that
alters the priors of other academics as well as policymakers when there is a strong
result (particularly if it helps test a behavioral model). The effect on priors is per-
haps the real acid test of what this methodology has to contribute. One com-
monly cited benefit of REs is that they have raised the bar for what is considered
plausible evidence about what works in development. While the highest standard
for evidence may not always be an RE, and one may choose to ask questions that
cannot be tackled with this methodology, the centrality of REs seems to have
made policymakers take issues of endogeneity, selection bias, and sound causal
estimation more seriously.

We close with the conciliatory thought that the most relevant divide in develop-
ment may not be between micro and macro or between aggregate data and REs, but
rather between those who value objective evidence and those who do not. The
development policy discussion has been dominated to an astonishing degree by
wishful thinking, baseless assertions, and logical and statistical fallacies. Equally
amazing, development efforts keep trying the same thing over and over again,
despite a long record of previous failures. By way of example, a computer kiosk pro-
gram for the poor in India failed to work because of unreliable electricity and Inter-
net connectivity, yet the World Bank’s “Empowerment Sourcebook” noted “the suc-
cess of the initiative.” Responding to criticism of the sourcebook, Bank officials
stated that the document was merely indicating that the institution intended to help
achieve “greater empowerment.” One may well ask, as does Banerjee: “Helped to
achieve greater empowerment? Through non-working computers?”48

Development economists can continue to quarrel about what methodology
produces respectable evidence, but they clearly agree on the much larger question
of what is not respectable evidence, namely, most of what is currently relied on in
development policy discussions. What unites us is larger than what divides us.
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