Thirty-three states have “shall-issue” laws that require law-enforcement authorities to issue permits to carry concealed weapons to any qualified applicant who requests one—that is, to adults with no documented record of significant criminality or mental illness. A spirited academic debate has emerged over whether these laws are helpful or harmful. While it is fairly easy to list the possible consequences of the passage of these laws, it has not been easy to come to agreement about which effects dominate in practice. Many scholars fear that these laws will stimulate more ownership and carrying of guns, leading to adverse effects such as an increase in spur-of-the-moment shootings in the wake of arguments or opportunistic criminal acts, increased carrying and quicker use of guns by criminals, more opportunities for theft of guns, thereby moving more legally owned guns into the hands of criminals, and more accidental killings and gun suicides. However, a pathbreaking article by John Lott and David Mustard in 1997 and a subsequent book by Lott have made the case that opportunistic crime should fall for everyone as criminals ponder whether
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they will be shot or otherwise thwarted by a potential victim or bystander carrying a concealed weapon.¹

Scholars have lined up on both sides of this debate. For example, Frank Zimring, Gordon Hawkins, Jens Ludwig, Dan Nagin, Mark Duggan, and others have been highly critical of the evidence marshaled by Lott and Mustard.

At the same time, criminologist James Q. Wilson calls Lott’s book “the most scientific study ever done of these matters, using facts from 1977 through 1996 and controlling for just about every conceivable factor that might affect the criminal use of guns.”² Wilson gives a ringing endorsement to Lott’s thesis:

Lott’s work convinces me that the decrease in murder and robbery in states with shall-issue laws, even after controlling statistically for every other cause of crime reduction, is real and significant. Of the many scholars who were given Lott’s data and did their own analyses, most agree with his conclusions. States that passed these laws experienced sharp drops in murder, rape, robbery, and assault, even after allowing for the effects of poverty, unemployment, police arrest rates, and the like. States that did not pass these laws did not show comparable declines. And these declines were not trivial—he is writing about as many as 1,000 fewer murders and rapes and 10,000 fewer robberies. Carrying concealed guns reduces—it does not increase—the rate of serious crime, and that reduction is vastly greater than the generally trivial effect of gun-carrying on accidental shootings.³

Sorting out who is right in this debate is important for social science and for public policy. Indeed, the resolution of this academic controversy may also influence the current dispute over the meaning of the Second Amendment, which states that “a well regulated Militia, being necessary to the security of a free State, the right of the people to keep and bear Arms, shall not be infringed.” As Erwin Griswold, Nixon’s solicitor general and former dean of Harvard Law School, noted a decade ago: “Never in history has a federal court invalidated a law regulating the private ownership of firearms on Second Amendment grounds. Indeed, that the Second Amendment poses no barrier to strong gun laws is perhaps the most well settled proposition in American constitutional law.”⁴ Not

1. Lott and Mustard (1997). Note the importance of the requirement that the weapon be concealed, thereby creating a possible protective shield for those not carrying weapons. Guns that are carried openly do not create this protective shield in that they may simply cause criminals to shift their attack to the unarmed. Thus concealed guns may protect unarmed citizens, while openly carried guns put unarmed citizens at greater risk (unless criminals believe the open carriers will frequently come to the aid of unarmed crime victims).
any more. Buoyed by the new research claiming a substantial life-saving benefit from laws enabling citizens to carry concealed handguns and some revisionist literature on the intent of the founders, the Fifth Circuit Court of Appeals has recently contradicted Griswold’s interpretation of the Second Amendment.5

The National Rifle Association and its supporters argue that the way is now paved to make the right to carry concealed handguns a constitutional mandate governing the fifty states rather than just a legislative initiative in thirty-three predominantly small or southern and western states. But are Lott and Mustard correct that laws facilitating the carrying of concealed handguns reduce crime? With the benefit of more complete data than were available initially to Lott and Mustard, I conclude that the best statistical evidence does not support the claim that shall-issue laws reduce crime.

Although the discussion of the approach used by and problems with the work of Lott and Mustard can get technical, the points can be summarized in a more intuitive fashion. First, their initial analysis compares the changes in crime in ten states that passed shall-issue laws between 1985 and 1991, including states like Maine, West Virginia, Idaho, and Montana, with states that did not, such as New York, California, Illinois, and New Jersey. However, I suspect the changes in crime in the late 1980s were quite different in these two groups for reasons that had nothing to do with the shall-issue laws, but rather with the criminogenic influence of the new crack cocaine trade in more urban, poor inner city areas (most commonly found in states that did not adopt shall-issue laws). If this suspicion is true, then the relatively smaller crime increases in adopting states over this period would be incorrectly attributed to the law when wholly separate forces were really the explanation.

Second, because the adoption of shall-issue laws does not occur randomly across states and over time, it is harder to discern the impact of the law (just as a randomized medical experiment to determine the effectiveness of a drug will provide better guidance than merely observing who chooses to take the drug and what happens to those who do and do not). Since there is evidence of a “treatment effect” even before the laws are adopted, one needs to be cautious in drawing conclusions about the actual effect of the shall-issue laws. This concern is heightened by fears that spikes in crime encourage the adoption of shall-issue laws, and then the accompanying drops in crime (representing a return to more normal times or “regression to the mean”) will be inaccurately attributed to the passage of the law. When the Lott and Mustard statistical model is run for the period in the 1990s when the spikes in crime reversed themselves, suddenly shall-

5. U.S. vs. Emerson, 281 F.3d 1281 (Fifth Circuit 2001).
issue laws are associated with uniform increases in crime. Thus, with the benefit of five more years of data, during which time thirteen states and the city of Philadelphia adopted shall-issue laws, one sees very different patterns than what Lott and Mustard observed in their initial study on ten adopting states with dates ending in 1992.

With the expanded data set, there is much evidence that could be amassed to support the view that shall-issue laws tend to increase crime, at least in most states. But the third set of factors that undermines the more-guns, less-crime hypothesis probably weakens that conclusion too: the results tend to be sensitive to whether one uses county or state data, which time period one looks at, and what statistical method one employs. While scholars may be able to sort out some of the disputes about coding adoption dates for shall-issue laws, which when corrected tend to modestly weaken the Lott and Mustard results, there are still uncertainties about data quality and model specification that may not easily be resolved with the current aggregated crime data. In the end, the most that can be said is that when adopted in the states that have so far adopted them, shall-issue laws may not increase crime as much as many feared. But these laws still may create social unease if citizens are apprehensive that even greater numbers of individuals walking through shopping malls, schools, and churches and sitting in movie theatres are carrying lethal weapons.

Lott and Mustard emphasize that few holders of gun permits are found to have committed murder, but they fail to recognize that the number of murders can rise from the passage of shall-issue laws, even if no permit holder ever commits a crime. First, knowing that members of the public are armed may encourage criminals to carry guns and use them more quickly, resulting in more felony murders. Second, as already mentioned, the massive theft of guns each year means that anything that increases the number of guns in America will likely increase the flow of guns into the hands of criminals, who may use them to commit murders. Notably, the typical gun permit holder is a middle-aged Republican white male, which is a group at relatively low risk of violent criminal victimization with or without gun ownership, so it is not clear whether substantial crime reduction benefits are likely to occur by arming this group further.

The Basic Methodology of Lott and Mustard

Lott and Mustard follow the basic contours of the current gold standard of microeconometric evaluation—a panel data model with fixed effects. That is, Lott and Mustard collect data over 1977–92 for individual states and counties across...
the United States, and then use panel data regression techniques to estimate the effect of the adoption of shall-issue laws, controlling for an array of social, economic, and demographic factors. Essentially this approach determines for the ten states that adopted the shall-issue laws over this period how crime looks different after passage than it was before passage. In a study of this magnitude, the researcher must make many choices about data issues, model specification, and control variables, each of which has the potential to influence the outcome of the analysis in ways that are not often predictable.

The Use of County Data

Lott relies most heavily on county crime data rather than state crime data (although he presents some state data results), noting that the far greater number of counties than states can add precision to the estimates and that county fixed effects will explain a great deal of the fixed cross-sectional variation in crime across the country. The use of these county fixed effects diminishes the inevitable problem of omitting some appropriate, but possibly unavailable, time-invariant explanatory variables. The county data have some disadvantages, though: Mark Duggan notes the concern that using county data to assess the impact of a (generally) statewide intervention may artificially elevate statistical significance by exaggerating the amount of independent data available to the researcher. Furthermore, county data on the arrest rate (the ratio of arrests to crime in a county) are often unavailable because they are missing or because the county experienced no crime in a particular category in a particular year (leaving the rate undefined owing to the zero denominator). Since Lott uses the arrest rate as an explanatory variable, many counties are thrown out of the Lott analysis by virtue of the realization of the dependent variable (if it is zero in a given year, that county is dropped from the analysis), which can potentially bias the results of the regression estimation. Finally, Michael Maltz and Joseph Targonski raise some serious questions about the quality of UCR county-level data (at least for data before 1994).

---

6. The “fixed effect” is a dummy variable that is included for each county or state that is designed to reflect any unvarying trait that influences crime in that county or state yet is not captured by any of the other explanatory variables. Lott and Mustard (1997).

7. As noted, the initial paper on this topic was by Lott and Mustard and the subsequent book (Lott [2000]) (now in its second edition) is by Lott. For ease of reference I henceforth refer to Lott as a shorthand for both Lott’s work and that of Lott and Mustard.

8. One exception is Pennsylvania, which initially excluded Philadelphia from its 1989 shall-issue law. In 1995 the law was extended to include Philadelphia. Duggan (2001, p. 1109, note 20).

Model Specification

Lott basically uses two models to test the impact of a shall-issue law, but there are advantages in employing a third—hybrid—model discussed in the following paragraphs.\textsuperscript{10}

— The dummy variable model: After controlling for all of the included explanatory variables, this model essentially tests whether on-average crime in the prepassage period is different in a statistically significant way from crime in the postpassage era. Since the dependent variable is the natural log of the crime rate, the coefficient on the postpassage dummy variable can be interpreted as the percentage change in crime associated with the adoption of the law.

— The Lott spline model: Rather than simply measuring the average pre- and postpassage effect (net of the controls), this model attempts to measure whether the trend in crime is altered by the adoption of a shall-issue law. Lott stresses this model may be needed to capture a reversal in trend that a simple dummy variable model might miss (because the law reverses an upward trend, but the symmetry of a rise in the prepassage crime rate and a fall in the postpassage crime rate leaves the average pre- and postcrime level the same).

— The hybrid or main effect plus trend model: Ayres and Donohue have argued that the at times conflicting results of the two previous models suggest that a third more general model may be needed. This hybrid model allows a postpassage dummy to capture the main effect of the law but also allows the law to change the linear trend in crime for adopting states. This model could be important if an announcement effect initially scares some criminals into fearing possible victim or bystander retaliation, but the ultimate effect is that more guns lead to more serious criminal acts—perhaps as fistfights end with someone dead or seriously injured instead of with a bloodied nose. Under this scenario, one might even see an initial drop in crime followed by a subsequent turnaround as the number of concealed guns being carried and crime increase in tandem. Although Lott does not employ this model (except in a modified model in a paper by Stephen Bronars and John R. Lott discussed below), it can be used to test whether one or both of the first two models is appropriate.\textsuperscript{11}

\textsuperscript{10} Ayres and Donohue (forthcoming).

\textsuperscript{11} Ayres and Donohue (forthcoming); Bronars and Lott (1998). If the estimated coefficient on the postpassage dummy were virtually zero, one would reject the first model, and if the estimated coefficient on the time trend were virtually zero, one would reject the second model. If they were both virtually zero, one would conclude that the law had no effect on crime.
Note that the third model will generate two estimated effects that could be reinforcing (both the dummy and trend have the same sign) or in conflict in that one effect is positive and the other is negative. It is theoretically difficult to tell a story in which the main effect of the law would be pernicious while the trend effect is benign, so if we were to see such a pattern, it would probably be suggestive of some model mis-specification rather than evidence that the law actually generated this pattern.12

Lott and Mustard’s Data

Lott begins his analysis by examining county-level data over 1977–92. Line 1 of table 8-1 shows the predicted effect on nine crime categories using the dummy variable model and his data (which he has generously supplied to numerous scholars interested in examining his work). A quick examination of the line 1 results reveals four of the five categories of violent crime (the exception is robbery) have negative and statistically significant coefficients, suggesting that shall-issue laws reduce these types of violent crime by 4 to 7 percent; and all four property crimes have positive and statistically significant coefficients, suggesting that the laws increase property crime by 2 to 9 percent. Lott accepts the regression results at face value and concludes that the passage of these laws causes criminals to shift from committing violent crime to committing property crime, where, he argues, they are less likely to be shot since the victim is frequently not present when the crime occurs. Thus we see violent crime decreasing by 3.5 percent and murders falling by more than twice that percentage, while property crime rises by more than 5 percent. As Ayres and Donohue stressed, however, the fact that robbery is not dampened by the adoption of a shall-issue law constitutes a major theoretical problem for Lott’s interpretation of the results of the dummy variable model.13 If there is to be the type of substitution away from violent crime that Lott predicts, one would expect that the new law would induce potential robbers to avoid confronting victims and shift to more stealthy property crime; yet in the first row of table 8-1, we see no evidence of any dampening

12. Lott does suggest a way in which a pernicious main effect could be followed by a benign long-term trend effect, but this argument is unconvincing. In discussing his findings that public shootings increase for a few years after passage of nondiscretionary handgun laws, Lott suggests that people planning such shootings might “do them sooner than they otherwise would have, before too many citizens acquire concealed-handgun permits.” Lott (2000, p. 102). This Procrustean explanation seems designed to make contrary evidence appear supportive of a preferred theory.
Table 8-1. The Estimated Impact of Shall-Issue Laws on Crime, County Data

<table>
<thead>
<tr>
<th>Item</th>
<th>Violent crime</th>
<th>Murder</th>
<th>Rape</th>
<th>Aggravated assault</th>
<th>Robbery</th>
<th>Property crime</th>
<th>Auto theft</th>
<th>Burglary</th>
<th>Larceny</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lott's time period (1977–92)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Dummy variable model</td>
<td>-3.5</td>
<td>-7.3</td>
<td>-4.8</td>
<td>-5.3</td>
<td>-0.1</td>
<td>5.2</td>
<td>8.9</td>
<td>2.3</td>
<td>5.9</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.2)</td>
<td>(2.5)</td>
<td>(1.5)</td>
<td>(1.6)</td>
<td>(1.9)</td>
<td>(1.1)</td>
<td>(2.0)</td>
<td>(1.1)</td>
<td>(1.9)</td>
</tr>
<tr>
<td>2. Lott-Spline model</td>
<td>-0.4</td>
<td>-4.7</td>
<td>-1.7</td>
<td>0.5</td>
<td>-1.9</td>
<td>0.1</td>
<td>0.1</td>
<td>-0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(0.5)</td>
<td>(1.1)</td>
<td>(0.6)</td>
<td>(0.7)</td>
<td>(0.8)</td>
<td>(0.7)</td>
<td>(0.9)</td>
<td>(0.5)</td>
<td>(1.4)</td>
</tr>
<tr>
<td>3. Hybrid model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postpassage dummy</td>
<td>6.7</td>
<td>2.9</td>
<td>6.5</td>
<td>9.6</td>
<td>-2.9</td>
<td>0.2</td>
<td>0.3</td>
<td>-2.5</td>
<td>0.3</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.3)</td>
<td>(4.9)</td>
<td>(2.9)</td>
<td>(3.0)</td>
<td>(3.2)</td>
<td>(1.8)</td>
<td>(2.9)</td>
<td>(1.9)</td>
<td>(3.0)</td>
</tr>
<tr>
<td>Trend effect</td>
<td>-2.0</td>
<td>-5.4</td>
<td>-3.2</td>
<td>-1.7</td>
<td>-1.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(0.8)</td>
<td>(1.5)</td>
<td>(0.9)</td>
<td>(1.0)</td>
<td>(1.1)</td>
<td>(0.6)</td>
<td>(1.2)</td>
<td>(0.6)</td>
<td>(1.2)</td>
</tr>
<tr>
<td>Entire period (1977–97)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Dummy variable model</td>
<td>0.2</td>
<td>-7.8</td>
<td>-2.9</td>
<td>-0.1</td>
<td>-0.4</td>
<td>7.6</td>
<td>10.8</td>
<td>1.5</td>
<td>9.6</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.1)</td>
<td>(1.7)</td>
<td>(1.1)</td>
<td>(1.3)</td>
<td>(1.3)</td>
<td>(0.8)</td>
<td>(1.5)</td>
<td>(0.9)</td>
<td>(1.2)</td>
</tr>
<tr>
<td>5. Lott-Spline model</td>
<td>-1.6</td>
<td>-2.7</td>
<td>-2.7</td>
<td>-2.7</td>
<td>-3.6</td>
<td>-0.4</td>
<td>-0.8</td>
<td>-2.6</td>
<td>-1.1</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(0.2)</td>
<td>(0.5)</td>
<td>(0.4)</td>
<td>(0.4)</td>
<td>(0.4)</td>
<td>(0.2)</td>
<td>(0.4)</td>
<td>(0.3)</td>
<td>(0.4)</td>
</tr>
<tr>
<td>6. Hybrid model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postpassage dummy</td>
<td>0.2</td>
<td>6.8</td>
<td>6.1</td>
<td>6.1</td>
<td>3.5</td>
<td>-0.7</td>
<td>8.9</td>
<td>4.2</td>
<td>5.4</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.4)</td>
<td>(2.9)</td>
<td>(2.1)</td>
<td>(2.3)</td>
<td>(2.3)</td>
<td>(1.1)</td>
<td>(2.4)</td>
<td>(1.7)</td>
<td>(2.1)</td>
</tr>
<tr>
<td>Trend effect</td>
<td>-1.6</td>
<td>-3.5</td>
<td>-3.4</td>
<td>-3.4</td>
<td>-4.0</td>
<td>-0.3</td>
<td>-1.8</td>
<td>-3.0</td>
<td>-1.7</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(0.3)</td>
<td>(0.7)</td>
<td>(0.5)</td>
<td>(0.6)</td>
<td>(0.6)</td>
<td>(0.2)</td>
<td>(0.6)</td>
<td>(0.4)</td>
<td>(0.5)</td>
</tr>
</tbody>
</table>

Note: The dependent variable is the natural log of the crime rate named at the top of each column. The data set is composed of annual county-level observations (including the District of Columbia). The top panel uses data from the time period that Lott analyzes, 1977–92. The bottom panel uses the same data set but with appended entries for the years 1993–97. County- and year-fixed effects are included in all specifications. All regressions are weighted by county population. Standard errors (in parentheses) are computed using the Huber-White robust estimate of variance. Coefficients that are significant at the .10 level are underlined. Coefficients that are significant at the .05 level are displayed in bold. Coefficients that are significant at the .01 level are both underlined and displayed in bold.
effect on robbery. Hence the dummy variable model undermines a key prediction that Lott offers to explain the line 1 regression results for the period 1977–92.14

Lott presents his version of the line 1 regression evidence in the first regression table in his book. Interestingly, this table shows that robbery reduces crime by 2.2 percent, which is statistically significant at the .10 level (considered marginally significant). But Ayres and Donohue reveal that this –2.2 percent figure is an error that results from a miscoding of the effective date of the shall-issue laws.15 The problem was that, instead of following his own strategy of assuming that the effect of the law would emerge in the first year after passage, Lott coded the shall-issue law in that fashion only for Florida and Georgia, with all other states being coded so that the effect of the law begins in the year of passage. Correcting this error to adhere consistently to the articulated Lott protocol wipes out the size and significance of the estimated effect on robbery.16 These same incorrect results appeared in 2000 in the second edition of the book. Thus both editions incorrectly suggest that the dummy variable model shows that shall-issue laws reduce the number of robberies.

14. Lott and Mustard respond that the implications of the passage of a shall-issue law are uncertain since, for example, banks and businesses have always been protected by gun-toting personnel. Therefore, they contend, there may be substitution from highway robberies to robberies of banks and convenience stores, with uncertain implications for the overall number of robberies. I am not persuaded by this point. In 1999, 64.1 percent of robberies were either highway robberies (48.3 percent of the total) or robberies that occurred in churches, schools, trains, etc. (15.8 percent of the total)—the remainder being robberies in commercial firms including banks or in residences. FBI (1999, table 2.20). Thus the substantial majority of robberies are exactly the sort of crimes that Lott and Mustard argue should be deterred. In fact, the proportion of robberies that occur in public places is greater than the proportion of aggravated assaults occurring in public places. In 1999 aggravated assaults occurring in public places constituted 58.6 percent of the total. Bureau of Justice Statistics (1999, table 61). Moreover, even in the 8.2 percent of robberies that occur in convenience stores or gas stations, the armed citizenry are supposed to be protecting against crime (indeed, Mustard argues they even protect armed police officers! See Mustard (2001)).

15. Lott (2000, table 4-1); Ayres and Donohue (1999).

16. Ayres and Donohue (1999) replicate Lott precisely with the coding error and then show how the correction eliminates the robbery effect. The line 1 results in table 8-1 of this chapter are identical to the results in Lott’s table 4-1 with three exceptions, which are maintained in all the regressions presented here: the coding error is corrected; standard errors are corrected to adjust for heterogeneity; and one explanatory variable—a measure of the real per capita income maintenance, SSI and other, for those over 65—was dropped. One can compare the results in table 1 of Ayres and Donohue (1999) with those of table 8-1 here to see that the only change that influences the basic story is the correction for the coding error. The explanatory variable of real per capita income maintenance for the elderly was omitted because, in expanding the data set to include the period 1993–97, we were unable to match the series for this variable with Lott’s series through 1992. Since the omission had little impact on the pre-1993 results, and the theoretical argument for inclusion is not strong, we simply dropped the variable completely.
**Lott’s Spline Model**

The only numbers that Lott reports in his book concerning his trend analysis are found in a single row of figures representing the difference between the before-passage linear trend and after-passage linear trend for the states that passed shall-issue laws. Lott’s regressions include year effect dummies, so the pre- and post-passage trend coefficients would capture linear movements in crime in the ten passing states, apart from the general movements in crime for the nation as a whole (which would be captured by the general year dummies). Lott’s message is that a trend analysis shows that shall-issue laws lower all crime categories—both violent and property—and in all cases but one (larceny) the reduction is statistically significant. But Lott’s regressions incorrectly identify the passage date of four jurisdictions that adopted shall-issue laws, which make the laws look more effective than they are. The corrected numbers are presented in line 2 of table 8-1, which shows that the shall-issue laws reduce crime in a statistically significant way in only three of the nine categories (murder, rape, and robbery).

Note that the story in line 2 is changed in several respects from that of line 1 (the dummy variable model). Instead of all violent crime (but robbery) falling and property crime rising, line 2 suggests that shall-issue laws have no effect on property crime (or overall violent crime and aggravated assault) but dampen murder, rape, and the heretofore unaffected robbery. Consequently, Lott’s discussion of the impact of shall-issue laws causing criminals to shift from committing violent to committing property crime is no longer central if the Lott spline analysis (regression 2 in table 8-1) is the appropriate estimation approach.

**The Hybrid Model Testing for Main and Trend Effects**

The Lott spline results predict that shall-issue laws decrease murder, rape, and robbery, thereby eliminating the problem for Lott’s theory posed by the dummy variable model’s failure to show a dampening of robbery. To sort out the conflicts between the dummy and trend models, Ayres and Donohue suggest using the hybrid regression 3 in table 8-1, which is the generalized model of regressions 1 and 2. Regression 3 confirms the prediction of regression 2 and contradicts that of regression 1 that the shall-issue laws have virtually no effect on property crime. Once again, robbery largely drops out of the picture (although

17. Lott (2000, table 4-8).
18. Lott coded the enactment dates in Oregon, Pennsylvania, Virginia, and Philadelphia earlier than was proper. In his dummy variable analysis, Lott similarly miscoded these three states (and five others, but he correctly coded Philadelphia), as noted in Ayres and Donohue (1999, p. 449, note 21).
19. Ayres and Donohue (forthcoming).
it is negative in sign), thus reviving the theoretical problem that the shall-issue law does not reduce the one crime for which one would most expect a reduction if the Lott hypothesis were correct. For the other four violent crime categories, we see a pattern that is the exact opposite of what one might expect—the main effect of the shall-issue laws is positive, but over time this effect gets overwhelmed as the linear trend turns crime down. In other words, according to the hybrid model, in the year after passage the main effect of the shall-issue law is a 6.7 percent increase in violent crime, which is dampened by the 2 percent drop associated with the negative trend variable, for a net effect of 4.7 percent higher crime. After 3.5 years the conflicting effects cancel out, at which point crime begins to fall. This particular result of a positive main effect and a negative trend effect is inconsistent with any plausible theoretical prediction of the impact of a shall-issue law, since it is not clear why the law should initially accelerate crime and then dampen it.\textsuperscript{20} The anomalous results suggest that even the most general form of the three crime models is still misspecified and hence that its results are unreliable.

Extending the County Data through 1997

Lott’s initial analysis using 1977–92 data captured the period in which only ten states newly adopted shall-issue laws, and therefore Lott’s regression results should be taken as the predicted effect of the adoption of the law in these ten states. Since 1992, however, thirteen more states and the city of Philadelphia have adopted the law, and therefore one might hope to gain more accurate results by extending the period over which the effect of the law is estimated. Before doing so, however, it is worth noting that Ayres and Donohue ran the precise table 8-1 and table 8-2 models on the period from 1991–97 during which fourteen jurisdictions adopted a shall-issue law. In both the county and state data and for all three models (dummy, spline, hybrid), shall-issue laws were uniformly associated with crime increases.\textsuperscript{21} This sharply different finding from Lott’s 1977–92 results

\textsuperscript{20} As noted above, if the results had been flipped with the main effect dampening crime and the time trend suggesting a longer term increase, one could interpret those results in a straightforward manner: the announcement of the law scared potential criminals, thereby dampening crime initially, but as more guns got out on the street or as the fear subsided, crime ultimately turned up (or returned to its previous level).

\textsuperscript{21} Ayres and Donohue (forthcoming). For the county data, virtually all the dummy model estimates were statistically significant, as were many of the estimates in the spline model. For the state data, the individual coefficients were frequently statistically significant for the dummy model, while generally not for the spline model. In both data sets, the results tended to be jointly statistically significant for the hybrid models.
should be kept in mind during my discussion of the aggregated results over the entire period 1977–97.

Regressions 4 through 6 in table 8-1 simply repeat the models of regressions 1 through 3, but now estimate them over the longer period 1977–97 (and thus measure the effect of adoption of the law in twenty-four states). Comparing lines 1 and 4 (the dummy variable model), we see that adding more years of data weakens Lott’s story, which should not be surprising given the strong “more guns, more crime” finding for the 1991–97 period that was just discussed. Importantly, violent crime is no longer negative, so the basic story that the prospect of meeting armed resistance shifts criminals from violent crime to property crime is undermined. Lott might respond that murders fall by nearly 8 percent and rape by almost 3 percent, as murderers and rapists shift over to committing property crime, thereby raising its prevalence by 8 percent. But the suggestion that this pattern could be explained by the changed behavior of would-be murderers and rapists is not compelling.22 Indeed, the idea that a thwarted rapist would decide to switch to property crime because rape had become more dangerous (to the perpetrator) seems rather fanciful. Again, the possibility of model misspecification seems to be a serious concern.

Interestingly, while the added five years of data weaken Lott’s story based on the dummy variable model (line 1 versus line 4), the added data appear to strengthen the story using Lott’s spline analysis (compare lines 2 and 5 in table 8–1). For the spline model in line 5, all the estimated coefficients are negative, and all are significant at the .05 level (except property, which is significant at the .10 level). Unlike in both dummy variable models, the Lott spline estimated effect for robbery for both time periods is negative and significant—an almost indispensable finding if the Lott deterrence story is true.

Finally, for the hybrid model, the added five years of data again repeats the unexpected conflicting effects of a positive main effect and a negative trend effect that was observed for the 1977–92 period for violent crime (line 3 of table 8-1) and extends it to property crime, as seen in line 6 of table 8-1. While this regression purports to show declines in overall violent crime and robbery, it suggests that crime initially rises before falling for murder, rape, aggravated assault, auto theft, larceny, and burglary. The absence of a plausible explanation for why a shall-issue law would first increase and then reduce crime again provides

22. Consider Florida—one of the states that is most conducive to the Lott story in that murders fell after the passage of a shall-issue law in 1987. If the law caused the predicted drop in murders and rape and accompanying rise in property crime from the 1987 level, then one would expect to see 106 fewer murders and 176 fewer rapes in the state and an increase in property crime of 68,590. It seems unlikely that the shall-issue law could explain an increase in property crime of this magnitude, by virtue of declining murders and rapes.
a clear indication of model misspecification. Although I have previously criti-
cized Lott’s suggestion that the passage of the laws may cause violent criminals
to speed up their attacks to successfully complete them before the effect of shall-
issue laws can kick in, this argument becomes even more untenable because of
the property crime effects seen in line 6 of table 8-1. Why would auto theft,
burglary, and larceny be rising then falling because of the passage of a shall-
issue law, apparently mimicking the effect on violent crime? The entire argu-
ment of substitutability from violent to property crime, which has ostensible
support in lines 1 and 4 of table 8-1 (the dummy variable model), breaks down
completely either because there is no effect on property crime (lines 2 and 3)
or because the effect is virtually identical to that estimated for violent crime
(lines 5 and 6). The instability in these models to changes in the five extra years
of data or the inclusion of both a dummy variable and a time trend effect is strik-
ing in the table.

A State Data Analysis

As already noted, strong criticism has been leveled at the use of countywide data.
Thus it is useful to explore whether the estimated effects of the passage of the
shall-issue law hold up when the analysis uses statewide data for the three differ-
ent models and the two different time periods.

Again, the striking finding is how sensitive the results are in the six different
regressions presented. The state data results in table 8-2 are clearly stronger for
the Lott argument than the county data results in table 8-1, but again there are
anomalies. First, the strongest story one could probably find to support the Lott
thesis would be to find violent crime dropping and no effect on property crime
(since the latter will frequently not entail contact with the victim, unless by
chance in the home, where guns are already prevalent without shall-issue laws).
The dummy variable models (lines 1 and 4 of table 8-2) show this pattern and
would thus be strongly corroborative of Lott’s thesis but for one obstacle: the
two hybrid models reject that specification because the postpassage dummy is
virtually never significant.

Second, the spline and hybrid models for the full period (lines 5 and 6 of table
8-2) seem to suggest that crime fell for all categories by roughly 2 percent, which
again raises the question of why property crime should be falling in just the same
way that violent crime is falling. The supporters of shall-issue laws will probably
be glad to jettison the previous argument that the laws cause shifts from violent
to property crime, but the lack of any theory for the crime drop in property crime
may well suggest that the regression is simply picking up unrelated trends in
crime and incorrectly attributing them to the shall-issue law.
<table>
<thead>
<tr>
<th>Item</th>
<th>Violent crime</th>
<th>Murder</th>
<th>Rape</th>
<th>Aggravated assault</th>
<th>Robbery</th>
<th>Property crime</th>
<th>Auto theft</th>
<th>Burglary</th>
<th>Larceny</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lott's time period (1977–92)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Dummy variable model</td>
<td>-8.3</td>
<td>-9.4</td>
<td>-4.1</td>
<td>-9.3</td>
<td>-11.4</td>
<td>-2.2</td>
<td>-0.6</td>
<td>-6.0</td>
<td>-1.1</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.6)</td>
<td>(3.5)</td>
<td>(2.8)</td>
<td>(3.2)</td>
<td>(3.9)</td>
<td>(1.9)</td>
<td>(3.9)</td>
<td>(2.4)</td>
<td>(1.9)</td>
</tr>
<tr>
<td>2. Lott-Spline model</td>
<td>-1.6</td>
<td>-5.4</td>
<td>-0.8</td>
<td>-1.9</td>
<td>-6.1</td>
<td>-0.8</td>
<td>-3.3</td>
<td>-2.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.0)</td>
<td>(1.4)</td>
<td>(1.0)</td>
<td>(1.2)</td>
<td>(1.7)</td>
<td>(0.8)</td>
<td>(1.4)</td>
<td>(1.1)</td>
<td>(0.8)</td>
</tr>
<tr>
<td>3. Hybrid model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postpassage dummy</td>
<td>6.4</td>
<td>7.5</td>
<td>-2.6</td>
<td>7.6</td>
<td>0.7</td>
<td>1.4</td>
<td><strong>13.4</strong></td>
<td>1.6</td>
<td>-0.3</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(3.7)</td>
<td>(5.6)</td>
<td>(4.4)</td>
<td>(4.8)</td>
<td>(5.6)</td>
<td>(2.7)</td>
<td>(5.0)</td>
<td>(3.3)</td>
<td>(2.7)</td>
</tr>
<tr>
<td>Trend effect</td>
<td>-3.2</td>
<td>-7.3</td>
<td>-0.2</td>
<td>-3.8</td>
<td>-6.2</td>
<td>-1.2</td>
<td>-6.7</td>
<td>-2.4</td>
<td>0.1</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.3)</td>
<td>(2.0)</td>
<td>(1.5)</td>
<td>(1.6)</td>
<td>(1.8)</td>
<td>(0.9)</td>
<td>(1.8)</td>
<td>(1.3)</td>
<td>(0.9)</td>
</tr>
<tr>
<td>Entire period (1977–97)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Dummy variable model</td>
<td>-7.0</td>
<td>-4.5</td>
<td>-4.7</td>
<td>-5.9</td>
<td>-7.3</td>
<td>0.3</td>
<td>5.8</td>
<td>-4.2</td>
<td>0.7</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.4)</td>
<td>(2.9)</td>
<td>(2.3)</td>
<td>(2.5)</td>
<td>(3.1)</td>
<td>(1.6)</td>
<td>(3.1)</td>
<td>(2.0)</td>
<td>(1.5)</td>
</tr>
<tr>
<td>5. Lott-Spline model</td>
<td>-2.3</td>
<td>-2.3</td>
<td>-1.8</td>
<td>-1.9</td>
<td>-3.0</td>
<td>-1.1</td>
<td>-1.7</td>
<td><strong>2.3</strong></td>
<td>-0.9</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(0.6)</td>
<td>(0.8)</td>
<td>(0.6)</td>
<td>(0.6)</td>
<td>(0.8)</td>
<td>(0.4)</td>
<td>(0.6)</td>
<td>(0.5)</td>
<td>(0.4)</td>
</tr>
<tr>
<td>6. Hybrid model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postpassage dummy</td>
<td>-2.5</td>
<td>-0.7</td>
<td>-0.6</td>
<td>-2.4</td>
<td>0.0</td>
<td>1.8</td>
<td><strong>8.9</strong></td>
<td>0.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.7)</td>
<td>(3.8)</td>
<td>(2.9)</td>
<td>(3.2)</td>
<td>(3.7)</td>
<td>(1.7)</td>
<td>(3.6)</td>
<td>(2.3)</td>
<td>(1.6)</td>
</tr>
<tr>
<td>Trend effect</td>
<td>-2.0</td>
<td>-2.2</td>
<td>-1.8</td>
<td>-1.6</td>
<td>-3.0</td>
<td>-1.3</td>
<td>-2.7</td>
<td><strong>2.3</strong></td>
<td>-1.0</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(0.7)</td>
<td>(0.9)</td>
<td>(0.7)</td>
<td>(0.8)</td>
<td>(0.9)</td>
<td>(0.4)</td>
<td>(0.7)</td>
<td>(0.5)</td>
<td>(0.4)</td>
</tr>
</tbody>
</table>

Note: The dependent variable is the natural log of the crime rate named at the top of each column. The data set is composed of annual state-level observations (including the District of Columbia). The top panel uses data from the time period that Lott analyzes, 1977–92. The bottom panel uses the same data set but with appended entries for the years 1993–97. State- and year-fixed effects are included in all specifications. All regressions are weighted by state population. Standard errors (in parentheses) are computed using the Huber-White robust estimate of variance. Coefficients that are significant at the .10 level are underlined. Coefficients that are significant at the .05 level are displayed in bold. Coefficients that are significant at the .01 level are both underlined and displayed in bold.
County and State Data Results from Tables 8-1 and 8-2

The foundation of the Lott thesis essentially is captured in regressions 1 and 2 in tables 8-1 and 8-2, with the greatest prominence in Lott’s book going to the dummy variable model of table 8-1 but with greater emphasis now placed on the spline model of the same table. Although these results are not the same as those presented in Lott’s book, these are the ones to look at because some coding errors have been corrected. The results are not as stable as one might like, but if one were to examine only those four regressions, the evidence would tend to support Lott’s thesis. Obviously, the analyst’s task would be easiest if the regressions generated by three different models (dummy, spline, hybrid), for three different time periods (1977–92, 1991–97, and 1977–97), on two different data sets (county and state) all conveyed essentially the same picture. Unfortunately, they do not. For the county data, we see that the hybrid model essentially rejects the dummy variable and trend analyses but yields only flawed results itself. The hybrid model’s prediction of initial jumps in crime followed by subsequent declines in response to the adoption of a shall-issue law seems to conflict with any plausible story of how the laws might influence criminal conduct. This pattern again suggests the likelihood of model misspecification, perhaps resulting from some other omitted variable that is generating a drop in crime, which is being spuriously attributed to the shall-issue law. Accordingly, the county data set results of table 8-1 do not provide compelling support for Lott’s thesis.

Perhaps surprisingly, though, the state results—which Lott has tended to argue against—seem generally more supportive (table 8-2). First, robbery is always negative in table 8-2, as are most of the violent crime categories—although not always significantly. Second, the strange results of the county data set in the hybrid model is not repeated, as we generally do not see uniform large and positive main effects offset by negative trend effects for the full time period. While in table 8-1 the hybrid model rejected both the county dummy variable and spline models, the table 8-2 hybrid model, if anything, seems to reject the dummy variable model and support the spline model, particularly in the full data set. The inconsistency in the hybrid model across time periods (regressions 3 versus 6) is somewhat unsettling. Still, if one took regressions 5 and 6 in table 8-2 as perhaps the “best” regressions from these two tables, one might argue that shall-issue laws seem to be associated with drops of roughly 2 percent across all crime categories. Although this is perhaps a weaker story than Lott initially ventured, it has the virtue of not having the theoretically problematic result of no effect on robbery, even though it does stumble on two other anomalies: first, the peculiar finding that the estimated effects are virtually identical for both violent and property crime, and second, the problem that shall-issue laws are associated with higher
crime in the regressions (both county and state) run over the 1991–97 period. The anomalies suggest that further exploration is needed before any conclusions on the impact of shall-issue laws can be drawn.

Robustness and Endogeneity

The basic Lott regression using panel data with fixed state and year effects essentially acknowledged that the included explanatory variables do not fully capture all of the differences in crime across states or the changes in crime over time within states. Using fixed state and year effects corrects for a certain amount of omitted variable bias, and if the remaining excluded effects are random, then we should be able to determine the impact of shall-issue laws if we have the correct model. If there are county or state trends in crime that are persistent and not explained by the included independent variables, though, the models of tables 8-1 and 8-2 can give misleading results. To address this issue we added state fixed trends to the regressions presented in tables 8-1 and 8-2. These new regressions, presented in tables 8-3 and 8-4, allow each state to have its own time trend and see whether shall-issue laws cause departures from these state trends.

Table 8-3 (county data) reveals the familiar but unsettling pattern of strong positive main effects and strong negative time trend results in regressions 2 and 4. This finding essentially rejects the appropriateness of the Lott spline model in this case, so those regressions are not presented (nor were they run). Once again, the county data results of table 8-3 seem as flawed and inconclusive as those of table 8-1.

While I suggested earlier that the table 8-2 state results were probably the strongest in favor of Lott’s thesis, these results are largely undermined by the inclusion of state fixed trends in table 8-4. In other words, what might look to have been caused by the shall-issue law may have only been a trend over time that got improperly attributed to the shall-issue law. Adding fixed state trends may not always be appropriate, however, especially if it causes the standard errors on the estimated coefficient to rise sharply. But since that is not a problem in this case (compare tables 8-2 and 8-4), it would appear that the earlier results that might have tentatively supported the Lott thesis are greatly weakened with the inclusion of state fixed trends.

23. The fixed county or state effects essentially imply that crime rates are always higher by a fixed percentage in New York than in, say, Vermont unless some included explanatory variable explains the difference. Similarly, the fixed year effects imply that there are national influences that will operate proportionally on all states or counties.
Table 8-3. The Estimated Impact of Shall-Issue Laws on Crime Controlling for State Trends in Crime, County Data

<table>
<thead>
<tr>
<th>Item</th>
<th>Violent crime</th>
<th>Murder</th>
<th>Rape</th>
<th>Aggravated assault</th>
<th>Robbery</th>
<th>Property crime</th>
<th>Auto theft</th>
<th>Burglary</th>
<th>Larceny</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lott's time period (1977–92)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Dummy variable model</td>
<td>0.1</td>
<td>-8.7</td>
<td>-1.5</td>
<td>3.4</td>
<td>-7.5</td>
<td>-1.4</td>
<td>-1.2</td>
<td>3.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.6)</td>
<td>(3.4)</td>
<td>(2.1)</td>
<td>(2.0)</td>
<td>(2.2)</td>
<td>(2.1)</td>
<td>(2.2)</td>
<td>(1.4)</td>
<td>(4.5)</td>
</tr>
<tr>
<td>2. Hybrid model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postpassage dummy</td>
<td>6.9</td>
<td>5.8</td>
<td>5.5</td>
<td>6.0</td>
<td>6.3</td>
<td>-0.1</td>
<td>5.2</td>
<td>1.1</td>
<td>-3.1</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.3)</td>
<td>(5.3)</td>
<td>(3.1)</td>
<td>(3.0)</td>
<td>(3.4)</td>
<td>(1.9)</td>
<td>(2.9)</td>
<td>(2.0)</td>
<td>(3.0)</td>
</tr>
<tr>
<td>Trend effect</td>
<td>-3.2</td>
<td>-6.6</td>
<td>-3.2</td>
<td>-1.2</td>
<td>-6.3</td>
<td>-0.6</td>
<td>-3.0</td>
<td>-2.2</td>
<td>1.7</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(0.8)</td>
<td>(1.8)</td>
<td>(1.1)</td>
<td>(1.0)</td>
<td>(1.3)</td>
<td>(1.1)</td>
<td>(1.2)</td>
<td>(0.8)</td>
<td>(2.5)</td>
</tr>
<tr>
<td>Entire period (1977–97)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Dummy variable model</td>
<td>1.7</td>
<td>0.0</td>
<td>2.7</td>
<td>7.3</td>
<td>0.3</td>
<td>-0.6</td>
<td>4.1</td>
<td>0.4</td>
<td>4.1</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.4)</td>
<td>(2.3)</td>
<td>(1.6)</td>
<td>(1.8)</td>
<td>(1.9)</td>
<td>(1.3)</td>
<td>(2.0)</td>
<td>(1.3)</td>
<td>(2.2)</td>
</tr>
<tr>
<td>4. Hybrid model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postpassage dummy</td>
<td>0.9</td>
<td>5.8</td>
<td>6.7</td>
<td>6.7</td>
<td>5.5</td>
<td>-1.4</td>
<td>7.1</td>
<td>4.3</td>
<td>4.6</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.5)</td>
<td>(2.7)</td>
<td>(2.0)</td>
<td>(2.2)</td>
<td>(2.2)</td>
<td>(2.3)</td>
<td>(2.3)</td>
<td>(1.7)</td>
<td>(2.1)</td>
</tr>
<tr>
<td>Trend effect</td>
<td>0.5</td>
<td>-3.9</td>
<td>-2.7</td>
<td>0.4</td>
<td>-3.5</td>
<td>0.5</td>
<td>-2.1</td>
<td>-2.7</td>
<td>-0.3</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(0.4)</td>
<td>(0.8)</td>
<td>(0.6)</td>
<td>(0.6)</td>
<td>(0.7)</td>
<td>(0.4)</td>
<td>(0.7)</td>
<td>(0.5)</td>
<td>(0.7)</td>
</tr>
</tbody>
</table>

Note: The dependent variable is the natural log of the crime rate named at the top of each column. The data set is composed of annual county-level observations (including the District of Columbia). The top panel uses data from the time period that Lott analyzes, 1977–92. The bottom panel uses the same data set but with appended entries for the years 1993–97. County- and year-fixed effects are included in all specifications. All regressions are weighted by county population. Standard errors (in parentheses) are computed using the Huber-White robust estimate of variance. Coefficients that are significant at the .10 level are underlined. Coefficients that are significant at the .05 level are displayed in bold. Coefficients that are significant at the .01 level are both underlined and displayed in bold.
<table>
<thead>
<tr>
<th>Item</th>
<th>Violent crime</th>
<th>Murder</th>
<th>Rape</th>
<th>Aggravated assault</th>
<th>Robbery</th>
<th>Property crime</th>
<th>Auto theft</th>
<th>Burglary</th>
<th>Larceny</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lott’s time period (1977–92)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Dummy variable model</td>
<td>0.2</td>
<td>-6.7</td>
<td>-3.2</td>
<td>-0.9</td>
<td>-7.1</td>
<td>-0.9</td>
<td>5.4</td>
<td>-2.8</td>
<td>-0.4</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(3.4)</td>
<td>(4.0)</td>
<td>(2.8)</td>
<td>(3.2)</td>
<td>(5.2)</td>
<td>(2.5)</td>
<td>(4.9)</td>
<td>(2.8)</td>
<td>(2.6)</td>
</tr>
<tr>
<td>2. Hybrid model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postpassage dummy</td>
<td>4.8</td>
<td>7.7</td>
<td>-3.0</td>
<td>1.9</td>
<td>7.9</td>
<td>1.1</td>
<td><strong>16.6</strong></td>
<td>3.5</td>
<td>-1.1</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(4.5)</td>
<td>(5.7)</td>
<td>(4.4)</td>
<td>(3.9)</td>
<td>(7.7)</td>
<td>(3.0)</td>
<td>(6.7)</td>
<td>(3.7)</td>
<td>(3.0)</td>
</tr>
<tr>
<td>Trend effect</td>
<td>-2.3</td>
<td>-7.1</td>
<td>-0.1</td>
<td>-1.4</td>
<td>-7.4</td>
<td>-1.0</td>
<td>-5.5</td>
<td>-3.1</td>
<td>0.4</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.6)</td>
<td>(2.1)</td>
<td>(1.6)</td>
<td>(1.5)</td>
<td>(3.1)</td>
<td>(1.0)</td>
<td>(2.4)</td>
<td>(1.5)</td>
<td>(1.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entire period (1977–97)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Dummy variable model</td>
<td>0.0</td>
<td>-1.9</td>
<td>-1.2</td>
<td>0.1</td>
<td>-0.7</td>
<td>1.9</td>
<td>4.6</td>
<td>0.7</td>
<td>2.0</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.6)</td>
<td>(3.0)</td>
<td>(2.2)</td>
<td>(2.8)</td>
<td>(3.2)</td>
<td>(1.7)</td>
<td>(3.0)</td>
<td>(2.1)</td>
<td>(1.7)</td>
</tr>
<tr>
<td>4. Hybrid model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postpassage dummy</td>
<td>0.2</td>
<td>2.7</td>
<td>1.2</td>
<td>-1.0</td>
<td><strong>6.2</strong></td>
<td><strong>3.4</strong></td>
<td><strong>10.1</strong></td>
<td>3.1</td>
<td><strong>2.8</strong></td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.9)</td>
<td>(2.9)</td>
<td>(2.5)</td>
<td>(3.3)</td>
<td>(3.1)</td>
<td>(1.7)</td>
<td>(2.8)</td>
<td>(2.2)</td>
<td>(1.7)</td>
</tr>
<tr>
<td>Trend effect</td>
<td>-0.2</td>
<td>-3.5</td>
<td>-1.8</td>
<td>0.9</td>
<td>-5.3</td>
<td>-1.2</td>
<td>-4.3</td>
<td>-1.9</td>
<td>-0.6</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(0.8)</td>
<td>(1.0)</td>
<td>(0.7)</td>
<td>(1.0)</td>
<td>(1.2)</td>
<td>(0.6)</td>
<td>(0.9)</td>
<td>(0.7)</td>
<td>(0.6)</td>
</tr>
</tbody>
</table>

Note: The dependent variable is the natural log of the crime rate named at the top of each column. The data set is composed of annual state-level observations (including the District of Columbia). The top panel uses data from the time period that Lott analyzes, 1977–92. The bottom panel uses the same data set but with appended entries for the years 1993–97. State- and year-fixed effects are included in all specifications. All regressions are weighted by state population. Standard errors (in parentheses) are computed using the Huber-White robust estimate of variance. Coefficients that are significant at the .10 level are underlined. Coefficients that are significant at the .05 level are both underlined and displayed in bold.
Dropping the Arrest Rate and Including the Incarceration Rate

Donohue and Steven Levitt did not use the arrest rate (that is, arrests divided by crimes) in estimating crime equations to test the impact of interventions unrelated to shall-issue laws. Instead, they relied on state incarceration data because of the bias of having the crime rate on both the left-hand and right-hand side of the regression equation when the arrest rate is used as an explanatory variable. As noted, the problems with the arrest rate are compounded when county data are used because a number of counties will be excluded from the analysis because of missing arrest rate data or the fact that when no observations of a crime are reported in a certain county in a certain year, the arrest rate for that county is undefined, which will disproportionately exclude low-crime areas from the analysis. As Ayres and Donohue emphasized, the incarceration rate may be a useful proxy in its place, and I have repeated the analysis of tables 8-1 through 8-4 by replacing the arrest rate with the state incarceration rate as a control variable. The bottom line is that in most ways the analysis changes little from this alteration, although if anything the Lott story is weaker still using the incarceration rate.

At the Brookings Conference on Gun Violence, Willard Manning suggested that it might be preferable simply to eliminate the arrest rate and incarceration rate since they are not truly exogenous variables but will be in part caused by the crime rate (which is the dependent variable in the various regressions). William Alan Bartley and Mark A. Cohen report that generally simply dropping the arrest rate tends to marginally weaken the Lott story across the board. Since both changes (replacing the arrest rate with the incarceration rate or simply dropping the arrest rate) tend to modestly hurt the more-guns, less-crime hypothesis, I will continue to present regressions with the arrest rate in order to be conservative and to promote greater comparability with the Lott results.

25. Measurement error in the crime variable will cause spurious negative correlation between the crime rate and the arrest rate (arrests/crime).
26. Excluding data by virtue of the realization of the value on the dependent variable is generally problematic. In the dummy variable model for violent crime for the 1977–92 period, the regression had 46,052 county-year observations when the incarceration rate was the explanatory variable but only 43,451 when the arrest rate data were used. Thus using the incarceration rate rather than the arrest rate increases the sample size by 6 percent.
27. Note the state incarceration rate is not perfect for the two county data analysis tables since we do not have incarceration rates by county.
28. Bartley and Cohen (1998). When I ran the hybrid model on a disaggregated basis for the county data set for 1977–97, the results overwhelmingly showed that more jurisdictions experienced increases than decreases in crime from shall-issue laws. Dropping arrest rates from this regression reduces (but not to one) the ratio of jurisdictions experiencing crime increases to those experiencing crime decreases.
Introducing Lead and Lag Dummies

The dummy, spline, and hybrid models used in tables 8-1 through 8-4 to estimate the effect of the adoption of a shall-issue law imposed a great deal of structure by limiting the response to an upward or downward shift in crime or a changed linear time trend. Obviously, more complex responses are possible, and by including a series of postpassage dummies, we can allow the data to reveal the pattern in crime change (if any) that follows the adoption of the shall-issue laws, rather than constraining the estimates to fit a prespecified structure.

Panel data analyses of the type that we have shown thus far implicitly assume that the passage of the shall-issue law is an exogenous event. This assumption is necessary if, for example, the estimated coefficient on a postpassage dummy is to be interpreted as an unbiased measure of the impact of the law. Including a series of prepassage dummies can tell us whether crime is changing in unexpected ways before the shall-issue laws are passed.

As David Autor, John Donohue and Stewart Schwab have indicated in analyzing the impact of state laws involving exceptions to employment at will: “Ideally, from the perspective of getting a clean estimate of the impact of the [relevant state laws], the lead dummies would be close to zero and statistically insignificant.”29 Conversely, if the coefficients on the lead dummies are statistically significant, then this reveals the presence of systematic differences between adopting and nonadopting states that are not captured by the statistical model and that are present even before the laws are implemented. Since the statistical model cannot explain the differences between the two sets of states before passage, there is less reason for confidence that the model is able to explain the differences between the two sets of states after passage. In other words, significant lead dummies can be taken as another indicator of model misspecification.

Indeed, it is not hard to envision how such problems could exist in the shall-issue law context. For example, Douglas Bice and David Hemley find that the demand for handguns is sensitive to the lagged violent crime rate, which may suggest the following causal sequence: increases in crime lead to increased demand for guns, which in turn leads to increased pressure on legislatures to adopt laws allowing citizens to carry concealed handguns.30 In this event, crime would be elevated from some extraneous event, the shall-issue law would be adopted, and when crime returned to normal levels the regressions shown in tables 8-1 through 8-4 would erroneously attribute the crime drop to the shall-issue law.

30. Bice and Hemley (2001). We have recent evidence that one consequence of the terrorist attacks of September 11 is that gun sales rose sharply.
This phenomenon would then bias our estimates of the effect of shall-issue laws by making them seem to reduce crime even if they did not.

To explore the possibility of this endogeneity or other model misspecification, we estimated the impact of shall-issue laws while introducing three lead dummies, one estimating the crime rate five to six years before adoption, the second estimating the crime rate three to four years before adoption, and the third estimating the situation one to two years before adoption. Other time dummies are included to estimate the crime situation in the year of and after adoption, two to three years after adoption, four to five years after adoption, six to seven years after adoption, and eight or more years after adoption. Tables 8-5 and 8-6 show the results of this estimation of lead and lag dummies for the initial Lott and expanded time periods for both the county and state data sets.31

Table 8-5 tells a story that is about as far as possible from the ideal. Rather than the lead dummies being close to zero and statistically insignificant, they are often quite large and highly significant. For example, for the entire 1977–97 period, table 8-5 (estimated on county data) reveals that for every crime category except murder there are very large positive and statistically significant coefficients in the three dummies before passage occurred. This implies that in the years before adoption, crime was higher than average in the adopting states, controlling for national effects occurring each year, the average rate of crime in each county overall, and an array of explanatory variables. Of course, no one would make the mistake of attributing the large positive prepassage coefficients to a subsequently adopted shall-issue law, but their presence suggests that one must be very careful in attributing the negative coefficients in the postpassage period to the shall-issue law. At the very least, one must acknowledge the possibility that high crime levels induce passage of shall-issue laws, and that the subsequent return to more normal crime levels is now being incorrectly attributed to the laws.

How are the lead and lag results to be interpreted? Look at the table 8-5 results for 1977–97. A good place to start is to compare the estimated effects for one or two years before passage with the effects for two or three years after. This comparison has two advantages: all twenty-four states enter into the estimate of this prepassage period, and twenty-one of the twenty-four enter into this postpassage dummy.32 (For the next two dummies, only the ten original states that Lott evaluated for the 1977–92 period are included in the estimation; and it

31. In both tables 8-5 and 8-6, the dummies were chosen to reflect the information available as of 1992. Thus, even though we know, for example, that four states (Alaska, Arizona, Tennessee, and Wyoming) adopted shall-issue laws in 1994, these states do not appear in the lead dummies for three to six years before adoption.

32. The reason is that states that pass the law in 1996, say, will contribute data to the “year of or year after” dummy in both 1996 and 1997 but will never contribute to the successive dummies.
Table 8-5. The Estimated Impact of Shall-Issue Laws on Crime—Leads and Lags to Adoption, County Data

<table>
<thead>
<tr>
<th>Lott’s time period (1977–92)</th>
<th>Violent crime</th>
<th>Murder</th>
<th>Rape</th>
<th>Aggravated assault</th>
<th>Robbery</th>
<th>Property crime</th>
<th>Auto theft</th>
<th>Burglary</th>
<th>Larceny</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 or 6 years prior</td>
<td>–1.9</td>
<td>2.3</td>
<td>1.0</td>
<td>–2.4</td>
<td>0.5</td>
<td>2.3</td>
<td>2.5</td>
<td>1.6</td>
<td>2.6</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.5)</td>
<td>(3.3)</td>
<td>(1.9)</td>
<td>(2.2)</td>
<td>(2.8)</td>
<td>(1.3)</td>
<td>(2.4)</td>
<td>(1.5)</td>
<td>(1.6)</td>
</tr>
<tr>
<td>3 or 4 years prior</td>
<td>–7.9</td>
<td>5.2</td>
<td>–2.0</td>
<td>–10.0</td>
<td>0.8</td>
<td>2.7</td>
<td>3.6</td>
<td>0.4</td>
<td>2.6</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.6)</td>
<td>(3.2)</td>
<td>(1.9)</td>
<td>(2.0)</td>
<td>(2.4)</td>
<td>(1.3)</td>
<td>(2.5)</td>
<td>(1.3)</td>
<td>(2.3)</td>
</tr>
<tr>
<td>1 or 2 years prior</td>
<td>–2.8</td>
<td>3.0</td>
<td>–2.2</td>
<td>–9.7</td>
<td>8.9</td>
<td>6.5</td>
<td>10.1</td>
<td>4.8</td>
<td>7.7</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.5)</td>
<td>(3.0)</td>
<td>(1.9)</td>
<td>(1.8)</td>
<td>(2.2)</td>
<td>(1.5)</td>
<td>(2.3)</td>
<td>(1.3)</td>
<td>(2.5)</td>
</tr>
<tr>
<td>Year of or year after</td>
<td>–3.2</td>
<td>2.1</td>
<td>–1.2</td>
<td>–9.3</td>
<td>6.9</td>
<td>6.2</td>
<td>14.3</td>
<td>5.9</td>
<td>2.6</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.6)</td>
<td>(3.1)</td>
<td>(2.1)</td>
<td>(1.9)</td>
<td>(2.4)</td>
<td>(2.5)</td>
<td>(2.3)</td>
<td>(1.5)</td>
<td>(6.0)</td>
</tr>
<tr>
<td>2 or 3 years after</td>
<td>–3.8</td>
<td>–0.1</td>
<td>–5.8</td>
<td>–8.5</td>
<td>5.4</td>
<td>9.8</td>
<td>14.0</td>
<td>6.0</td>
<td>10.1</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.8)</td>
<td>(3.3)</td>
<td>(2.3)</td>
<td>(2.0)</td>
<td>(2.6)</td>
<td>(1.4)</td>
<td>(2.8)</td>
<td>(1.6)</td>
<td>(1.7)</td>
</tr>
<tr>
<td>4 or 5 years after</td>
<td>–10.5</td>
<td>–17.3</td>
<td>–15.0</td>
<td>–15.4</td>
<td>1.8</td>
<td>7.1</td>
<td>17.5</td>
<td>2.6</td>
<td>8.9</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.5)</td>
<td>(4.3)</td>
<td>(3.0)</td>
<td>(2.9)</td>
<td>(3.8)</td>
<td>(1.7)</td>
<td>(4.8)</td>
<td>(1.9)</td>
<td>(3.0)</td>
</tr>
<tr>
<td>6 or 7 years after</td>
<td>–47.2</td>
<td>–26.8</td>
<td>7.1</td>
<td>–64.0</td>
<td>–22.3</td>
<td>9.7</td>
<td>8.5</td>
<td>14.3</td>
<td>9.2</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(4.9)</td>
<td>(15.7)</td>
<td>(6.3)</td>
<td>(6.9)</td>
<td>(8.7)</td>
<td>(2.7)</td>
<td>(5.0)</td>
<td>(2.9)</td>
<td>(3.2)</td>
</tr>
</tbody>
</table>
Entire period (1977–97)

<table>
<thead>
<tr>
<th>Time Period</th>
<th>Coefficient</th>
<th>Robust Std. Error</th>
<th>Time Period</th>
<th>Coefficient</th>
<th>Robust Std. Error</th>
<th>Time Period</th>
<th>Coefficient</th>
<th>Robust Std. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 or 6 years prior</td>
<td>3.7</td>
<td>0.4</td>
<td>1.3</td>
<td>3.9</td>
<td>0.4</td>
<td>1.3</td>
<td>5.6</td>
<td>0.4</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.1)</td>
<td>(1.7)</td>
<td>(1.3)</td>
<td>(1.2)</td>
<td>(1.5)</td>
<td>(1.1)</td>
<td>(1.7)</td>
<td>(1.0)</td>
</tr>
<tr>
<td>3 or 4 years prior</td>
<td>4.3</td>
<td>1.0</td>
<td>1.6</td>
<td>4.7</td>
<td>1.0</td>
<td>1.6</td>
<td>9.1</td>
<td>1.0</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.2)</td>
<td>(2.0)</td>
<td>(1.3)</td>
<td>(1.5)</td>
<td>(1.6)</td>
<td>(1.1)</td>
<td>(1.8)</td>
<td>(1.0)</td>
</tr>
<tr>
<td>1 or 2 years prior</td>
<td>6.5</td>
<td>-2.9</td>
<td>3.7</td>
<td>6.7</td>
<td>-2.9</td>
<td>3.7</td>
<td>13.2</td>
<td>-2.9</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.7)</td>
<td>(2.2)</td>
<td>(1.5)</td>
<td>(1.7)</td>
<td>(1.9)</td>
<td>(1.2)</td>
<td>(1.9)</td>
<td>(1.2)</td>
</tr>
<tr>
<td>Year of or year after</td>
<td>8.3</td>
<td>-2.0</td>
<td>5.7</td>
<td>9.1</td>
<td>-2.0</td>
<td>5.7</td>
<td>14.0</td>
<td>-2.0</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.9)</td>
<td>(2.5)</td>
<td>(1.6)</td>
<td>(1.9)</td>
<td>(2.1)</td>
<td>(1.6)</td>
<td>(2.3)</td>
<td>(1.3)</td>
</tr>
<tr>
<td>2 or 3 years after</td>
<td>6.1</td>
<td>-4.2</td>
<td>2.6</td>
<td>6.3</td>
<td>-4.2</td>
<td>2.6</td>
<td>10.7</td>
<td>-4.2</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.0)</td>
<td>(2.8)</td>
<td>(1.8)</td>
<td>(2.1)</td>
<td>(2.4)</td>
<td>(1.4)</td>
<td>(2.6)</td>
<td>(1.5)</td>
</tr>
<tr>
<td>4 or 5 years after</td>
<td>1.6</td>
<td>-11.2</td>
<td>-8.1</td>
<td>2.4</td>
<td>-11.2</td>
<td>-8.1</td>
<td>7.8</td>
<td>-11.2</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.1)</td>
<td>(3.2)</td>
<td>(2.1)</td>
<td>(2.3)</td>
<td>(2.5)</td>
<td>(1.4)</td>
<td>(2.6)</td>
<td>(1.6)</td>
</tr>
<tr>
<td>6 or 7 years after</td>
<td>2.6</td>
<td>-14.4</td>
<td>-3.0</td>
<td>6.2</td>
<td>-14.4</td>
<td>-3.0</td>
<td>6.1</td>
<td>-14.4</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.1)</td>
<td>(3.2)</td>
<td>(2.3)</td>
<td>(2.3)</td>
<td>(2.7)</td>
<td>(1.5)</td>
<td>(3.1)</td>
<td>(1.8)</td>
</tr>
<tr>
<td>8 or more years after</td>
<td>2.6</td>
<td>-34.1</td>
<td>-18.1</td>
<td>-15.5</td>
<td>-34.1</td>
<td>-18.1</td>
<td>-10.6</td>
<td>-34.1</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.6)</td>
<td>(5.8)</td>
<td>(5.0)</td>
<td>(5.0)</td>
<td>(5.1)</td>
<td>(5.1)</td>
<td>(5.2)</td>
<td>(4.1)</td>
</tr>
</tbody>
</table>

Note: The dependent variable is the natural log of the crime rate named at the top of each column. The data set is composed of annual county-level observations (including the District of Columbia). The top panel uses data from the time period that Lott analyzes, 1977–92. The bottom panel uses the same data set but with appended entries for the years 1993–97. County- and year-fixed effects are included in all specifications. All regressions are weighted by county population. Standard errors (in parentheses) are computed using the Huber-White robust estimate of variance. Coefficients that are significant at the .10 level are underlined. Coefficients that are significant at the .05 level are displayed in bold. Coefficients that are significant at the .01 level are both underlined and displayed in bold.
Table 8-6. The Estimated Impact of Shall-Issue Laws on Crime—Leads and Lags to Adoption, State Data

Percent

<table>
<thead>
<tr>
<th>Item</th>
<th>Violent crime</th>
<th>Murder</th>
<th>Rape</th>
<th>Aggravated assault</th>
<th>Robbery</th>
<th>Property crime</th>
<th>Auto theft</th>
<th>Burglary</th>
<th>Larceny</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lott’s time period (1977–92)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 or 6 years prior</td>
<td>-3.4</td>
<td>0.1</td>
<td>1.1</td>
<td>0.5</td>
<td>8.8</td>
<td>-0.7</td>
<td>-2.6</td>
<td>-0.9</td>
<td>-0.6</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.7)</td>
<td>(4.6)</td>
<td>(2.7)</td>
<td>(2.7)</td>
<td>(5.4)</td>
<td>(1.9)</td>
<td>(4.6)</td>
<td>(2.2)</td>
<td>(1.8)</td>
</tr>
<tr>
<td>3 or 4 years prior</td>
<td><strong>-12.7</strong></td>
<td>2.5</td>
<td>-1.6</td>
<td><strong>-11.7</strong></td>
<td>0.2</td>
<td><strong>-4.2</strong></td>
<td>-6.0</td>
<td><strong>-6.5</strong></td>
<td><strong>-3.6</strong></td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.8)</td>
<td>(4.1)</td>
<td>(2.5)</td>
<td>(2.9)</td>
<td>(4.9)</td>
<td>(1.9)</td>
<td>(4.0)</td>
<td>(2.3)</td>
<td>(2.0)</td>
</tr>
<tr>
<td>1 or 2 years prior</td>
<td><strong>-14.3</strong></td>
<td>-0.9</td>
<td>-1.1</td>
<td><strong>-15.6</strong></td>
<td>-1.7</td>
<td>-3.2</td>
<td>-0.3</td>
<td><strong>-5.6</strong></td>
<td>-3.4</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(3.0)</td>
<td>(3.8)</td>
<td>(3.2)</td>
<td>(3.5)</td>
<td>(5.7)</td>
<td>(2.5)</td>
<td>(4.8)</td>
<td>(2.8)</td>
<td>(2.7)</td>
</tr>
<tr>
<td>Year of or year after</td>
<td><strong>-16.5</strong></td>
<td>-1.0</td>
<td>-3.8</td>
<td><strong>-17.8</strong></td>
<td>-4.0</td>
<td>-3.4</td>
<td>5.5</td>
<td>-5.7</td>
<td>-4.8</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(3.8)</td>
<td>(4.9)</td>
<td>(4.1)</td>
<td>(4.5)</td>
<td>(5.9)</td>
<td>(2.8)</td>
<td>(5.1)</td>
<td>(3.3)</td>
<td>(2.9)</td>
</tr>
<tr>
<td>2 or 3 years after</td>
<td><strong>-20.2</strong></td>
<td>-6.3</td>
<td>-7.6</td>
<td><strong>-21.4</strong></td>
<td>-10.2</td>
<td>-3.8</td>
<td>0.8</td>
<td><strong>-10.1</strong></td>
<td>-2.9</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(3.8)</td>
<td>(4.8)</td>
<td>(4.8)</td>
<td>(3.9)</td>
<td>(5.9)</td>
<td>(2.7)</td>
<td>(6.2)</td>
<td>(3.4)</td>
<td>(2.7)</td>
</tr>
<tr>
<td>4 or 5 years after</td>
<td><strong>-31.5</strong></td>
<td><strong>-25.2</strong></td>
<td>-3.3</td>
<td><strong>-34.6</strong></td>
<td><strong>-25.3</strong></td>
<td><strong>-10.0</strong></td>
<td><strong>-18.0</strong></td>
<td><strong>-19.9</strong></td>
<td><strong>-6.0</strong></td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(6.0)</td>
<td>(9.4)</td>
<td>(5.5)</td>
<td>(6.0)</td>
<td>(8.6)</td>
<td>(3.8)</td>
<td>(7.8)</td>
<td>(5.1)</td>
<td>(3.6)</td>
</tr>
<tr>
<td>6 or 7 years after</td>
<td><strong>-53.7</strong></td>
<td><strong>-62.2</strong></td>
<td>-11.7</td>
<td><strong>-65.9</strong></td>
<td><strong>-43.0</strong></td>
<td>-9.0</td>
<td>-13.2</td>
<td>-9.0</td>
<td><strong>-10.2</strong></td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(7.1)</td>
<td>(13.7)</td>
<td>(8.7)</td>
<td>(9.2)</td>
<td>(11.5)</td>
<td>(6.1)</td>
<td>(9.5)</td>
<td>(7.2)</td>
<td>(6.1)</td>
</tr>
<tr>
<td>Entire period (1977–97)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>5 or 6 years prior</td>
<td>3.4</td>
<td>3.9</td>
<td>1.3</td>
<td>4.2</td>
<td>3.4</td>
<td>1.8</td>
<td>4.4</td>
<td>2.0</td>
<td>2.3</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(1.7)</td>
<td>(2.7)</td>
<td>(1.9)</td>
<td>(2.0)</td>
<td>(3.1)</td>
<td>(1.7)</td>
<td>(3.0)</td>
<td>(2.1)</td>
<td>(1.8)</td>
</tr>
<tr>
<td>3 or 4 years prior</td>
<td>0.8</td>
<td><strong>6.8</strong></td>
<td>−0.9</td>
<td>2.6</td>
<td>0.7</td>
<td>0.8</td>
<td>3.5</td>
<td>−0.8</td>
<td>1.7</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.3)</td>
<td>(3.1)</td>
<td>(2.2)</td>
<td>(2.6)</td>
<td>(3.3)</td>
<td>(1.8)</td>
<td>(3.1)</td>
<td>(2.5)</td>
<td>(1.8)</td>
</tr>
<tr>
<td>1 or 2 years prior</td>
<td>−2.0</td>
<td>5.6</td>
<td>−0.4</td>
<td>−1.5</td>
<td>2.4</td>
<td>1.2</td>
<td><strong>9.5</strong></td>
<td>−0.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(2.7)</td>
<td>(3.0)</td>
<td>(2.5)</td>
<td>(3.2)</td>
<td>(3.5)</td>
<td>(1.9)</td>
<td>(3.6)</td>
<td>(2.3)</td>
<td>(2.0)</td>
</tr>
<tr>
<td>Year of or year after</td>
<td>−4.1</td>
<td><strong>7.8</strong></td>
<td>−1.6</td>
<td>−3.6</td>
<td>1.1</td>
<td>2.7</td>
<td><strong>16.9</strong></td>
<td>0.3</td>
<td>2.0</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(3.4)</td>
<td>(3.8)</td>
<td>(3.0)</td>
<td>(4.1)</td>
<td>(4.0)</td>
<td>(2.2)</td>
<td>(4.2)</td>
<td>(2.7)</td>
<td>(2.1)</td>
</tr>
<tr>
<td>2 or 3 years after</td>
<td>−6.3</td>
<td>5.7</td>
<td>−4.2</td>
<td>−4.6</td>
<td>−2.8</td>
<td>3.4</td>
<td><strong>17.4</strong></td>
<td>−1.7</td>
<td>3.8</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(4.2)</td>
<td>(4.6)</td>
<td>(3.9)</td>
<td>(4.5)</td>
<td>(5.0)</td>
<td>(2.4)</td>
<td>(5.2)</td>
<td>(3.2)</td>
<td>(2.4)</td>
</tr>
<tr>
<td>4 or 5 years after</td>
<td><strong>−15.9</strong></td>
<td>−4.4</td>
<td><strong>−11.7</strong></td>
<td><strong>−13.1</strong></td>
<td><strong>−14.9</strong></td>
<td>−1.6</td>
<td><strong>12.0</strong></td>
<td><strong>−11.1</strong></td>
<td>0.1</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(4.6)</td>
<td>(5.7)</td>
<td>(4.9)</td>
<td>(4.8)</td>
<td>(5.5)</td>
<td>(2.8)</td>
<td>(5.8)</td>
<td>(3.8)</td>
<td>(2.8)</td>
</tr>
<tr>
<td>6 or 7 years after</td>
<td><strong>−14.7</strong></td>
<td>−1.9</td>
<td><strong>−12.8</strong></td>
<td><strong>−12.0</strong></td>
<td><strong>−14.8</strong></td>
<td>−0.8</td>
<td><strong>11.7</strong></td>
<td><strong>−12.6</strong></td>
<td>0.8</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(5.5)</td>
<td>(5.8)</td>
<td>(5.0)</td>
<td>(5.7)</td>
<td>(6.7)</td>
<td>(3.2)</td>
<td>(5.1)</td>
<td>(4.3)</td>
<td>(3.3)</td>
</tr>
<tr>
<td>8 or more years after</td>
<td><strong>−17.1</strong></td>
<td>−2.8</td>
<td><strong>−12.4</strong></td>
<td><strong>−11.8</strong></td>
<td><strong>−20.5</strong></td>
<td>−3.8</td>
<td>4.3</td>
<td><strong>−13.8</strong></td>
<td>−2.4</td>
</tr>
<tr>
<td>Robust std. error</td>
<td>(7.9)</td>
<td>(9.2)</td>
<td>(7.3)</td>
<td>(8.9)</td>
<td>(8.0)</td>
<td>(4.1)</td>
<td>(5.3)</td>
<td>(5.0)</td>
<td>(4.5)</td>
</tr>
</tbody>
</table>

Note: The dependent variable is the natural log of the crime rate named at the top of each column. The data set is composed of annual state-level observations (including the District of Columbia). The top panel uses data from the time period that Lott analyzes, 1977–92. The bottom panel uses the same data set but with appended entries for the years 1993–97. State- and year-fixed effects are included in all specifications. All regressions are weighted by state population. Standard errors (in parentheses) are computed using the Huber-White robust estimate of variance. Coefficients that are significant at the .10 level are underlined. Coefficients that are significant at the .05 level are displayed in bold. Coefficients that are significant at the .01 level are both underlined and displayed in bold.
seems plausible that any effect of the law should show up by two or three years after passage.)

For the 1977–97 period, the effect for the “two or three years after” dummy is seen to be highly positive and statistically significant in seven of the nine categories. The other two categories are insignificant, with one negative (murder) and one positive (rape). Importantly, in all cases the dummy just before passage has virtually the same size and sign as the dummy after passage. Certainly, there is no evidence of any statistically significant decline in the value of the estimated effect across these two periods, which is not what one would expect if shall-issue laws reduced crime. Lott mentions one danger in this particular pre- and postpassage comparison—it may fail to capture a beneficial impact of the law if crime is peaking at the time of passage and then the law reverses the upward trend—the so-called inverted V hypothesis. Although there might be some hint of this for violent crime, rape, aggravated assault, and robbery, the effects are not statistically significant (and, even if real, could reflect a regression to the mean effect as opposed to a benign influence of the shall-issue law).

The comparable lead-lag regressions on the state data are shown in table 8-6. The first difference to note in comparing the 1977–97 results for tables 8-5 and 8-6 is that while the lead dummies in table 8-5 were all positive (suggesting crime was higher than expected just before passage), the lead dummies in table 8-6 are only positive and significant for murder and auto theft. Thus, if we believe the county data, it seems that shall-issue laws are adopted during unusually high crime periods, but the state data results suggest this is not true for all crimes (but may be true for murder and auto theft). The pre- and postpassage comparison with table 8-6 leads to a similar conclusion to that of table 8-5: there is no evidence of a statistically significant drop in crime from the passage of the shall-issue law, and the inverted V story does not appear to be a factor (the only hint of the story is for murder, but again the effect is not statistically significant).33

Although the county and state results have some discrepancies, the general pattern is that any result that is statistically significant for the “two and three years after” dummy was similarly signed and significant in the period before adoption, suggesting that the “effect” (the change in crime) preceded the alleged cause (the shall-issue law). A supporter of the Lott thesis might note that the dummies for the periods more than three years after passage tend to become negative and sta-

33. The analysis was also repeated by adding state time trends to the county and state analyses shown in tables 8-5 and 8-6. The county results again showed that crime was significantly higher during the prepassage period and if anything tended to rise (though not significantly) in the second and third year after the shall-issue law was adopted. The state pre- and postpassage comparisons show a tendency for crime to fall after passage (except for aggravated assault), but none of the changes is statistically significant.
tistically significant, but in my opinion the coefficient estimates for the dummies lagged beyond three years tend to weaken Lott’s case rather than buttress it. First, drops in crime of 50 to 60 percent, which can be seen for certain crimes in the 1977–92 period in both the county and state data are simply too large to be believed. Second, the ostensibly growing effect on crime—see the increasingly larger negative numbers after passage in table 8-5—are taken by Lott as evidence that shall-issue laws become more beneficial over time, but something very different is at work. The observed pattern again shows that numerous states experiencing increases in crime after passage drop out of the analysis because these states’ laws were adopted too close to 1997 to be included in the estimate for beyond three years. (Indeed, none of the fourteen shall-issue laws that were adopted after the period for inclusion in Lott’s original work affect the estimates of these “after three years” dummies). Presumably, more complete data that would allow those states to remain in the estimation would weaken the observed negative effect for the period after three years, for as already noted, if one runs the dummy variable or Lott spline model for the period 1991–97, the results are striking: in every case the shall-issue law is associated with more crime, and these increases are always statistically significant for the dummy variable model and statistically significant at least at the .10 level for every crime but murder.

One comes away from the lead-lag discussion with a concern that endogeneity may be undermining the previous panel data estimates of the effect of shall-issue laws. Lott is aware of this problem and indeed confirms it in his book in noting that shall-issue laws “have so far been adopted by relatively low-crime states in which the crime rate is rising.”34 To his credit, he tries to use the appropriate two-state least squares (2SLS) technique to address the problem of endogenous adoption of shall-issue laws. However, it is well known that finding a suitable instrument that is correlated with the presence of a shall-issue law but uncorrelated with crime (except through the influence of the shall-issue law on crime) is notoriously difficult. Lott creates his instrumental variable by regressing the presence of a shall-issue law on rates for violent and property crime and the change in those rates; percent of state population in the National Rifle Association, percent of state population voting for Republican presidential candidate, percent of blacks and whites in state population, total state population; dummies for the South, Northeast, and Midwest; and year dummies.35

The effort is commendable, but the results prove unreliable. My immediate thought on seeing this list of instruments is that one should not be including the crime rates since they are not exogenous influences. The percent of the state

34. Lott (2000, p. 120).
population in the National Rifle Association might be a good instrument, but I do not have that information (and have been unable to get it), so I am unable to conduct my own 2SLS estimation. As Dan A. Black and Daniel S. Nagin and Jens Ludwig have stressed, Lott’s 2SLS regressions yield such implausibly high estimates for the crime reduction generated by a shall-issue law—reductions in homicides of 67 percent, in rapes of 65 percent, and in assaults of 73 percent—that one is forced to conclude that Lott’s instruments, and hence his 2SLS estimates, are not valid.36

Disaggregating the Results by State

On the surface, the initial tables 8-1 and 8-2 created the impression that the panel data regressions establish a prima facie case that shall-issue laws reduce crime (or, at least in the dummy variable county model, reduce violent crime while increasing property crime). The analysis done so far has always estimated an aggregated effect for the laws across all adopting states. Since the previous discussion of the estimates on the 1991–97 period indicates that the later-passing states experienced statistically significant increases in crime, there is reason for concern that the aggregated estimates may be creating a misleading picture of the effect of the shall-issue laws. This effect is buttressed by the fact that the county-level data suggest a problem of endogeneity in the lead-lag analysis, and the most focused inquiry on the comparison of pre- and postpassage effects when most states are included in the analysis suggests that the aggregated analyses are misleadingly affected by the changing composition of the states included in the postpassage period beyond three years.

One way to explore the factors that drive the overall results in these aggregated analyses is to change the specification in both models to predict a state-specific effect from the passage of the law. This approach—that is, having a separate postpassage dummy in the dummy variable model for each adopting state and a separate postpassage trend in the linear model for each adopting state—can reveal whether the patterns estimated in the aggregated regressions hold up in the more disaggregated analysis.

Disaggregating the Dummy Variable Model

Figures 8-1 through 8-4 use a modified dummy variable model to depict the estimated effects on violent crime, murder, robbery, and property crime from passing a shall-issue law for each of the twenty-four states (or more precisely, twenty-

three states and one city) that adopted such statutes between 1977 and 1996. These figures array the twenty-four jurisdictions in declining order of population size and indicate the year in which the shall-issue law was adopted, the estimated effect by state, and the estimated effect across all jurisdictions. Beginning with violent crime, one again sees that the aggregated effect (shown at the bottom of the
Figure 8-2. Estimated Effect of Shall-Issue Laws on Murder, Dummy Variable Model

Shall-issue murder effect (percent)

Estimated effect for all jurisdictions: -7.77% (t value: -4.57)

a. The dark shade means statistically significant.
Figure 8-3. Estimated Effect of Shall-Issue Laws on Robbery, Dummy Variable Model

Shall-issue robbery effect (percent)

State and year of adoption

Estimated effect for all jurisdictions: –.38% (t value: –.29)

a. The dark shade means statistically significant.
Figure 8-4. Estimated Effect of Shall-Issue Laws on Property Crime, Dummy Variable Model

Shall-issue property effect (percent)

State and year of adoption

Estimated effect for all jurisdictions: 7.6% (t value: 9.3)

a. The dark shade means statistically significant.
table) is small and statistically insignificant once Lott’s data set is expanded to add the years 1993–97 (figure 8-1). While the extension of the data set destroys Lott’s claim that shall-issue laws reduce overall violent crime (that is, the move from regression 1 to regression 4 in table 8-1 eliminates the estimated negative effect for violent crime), and the aggregated results for robbery have never been sizable or statistically significant in the county dummy variable model (regressions 1 and 4 of table 8-1), the aggregated murder results remain large and statistically significant in support of Lott’s claim that shall-issue laws lower crime (regressions 1 and 4 of table 8-1). But when we look at the disaggregated individual state results for murder in figure 8-2, we see a pattern that is contrary to what the Lott aggregated regression suggested. Instead of shall-issue laws broadly reducing murder in adopting states, we find that the estimated postpassage effect is negative in only six of the twenty-four jurisdictions, of which only four are sizable, and only three are statistically significant. Conversely, eighteen jurisdictions have an estimated increase in murders after passage, and nine of these are statistically significant and sizable. Thus, while the overall aggregated estimate from the dummy variable model suggests that shall-issue laws lower murder rates dramatically, the picture looks remarkably different in the disaggregated analysis—there are three times as many statistically significant increases in murder as decreases.

The reason for this apparent anomaly is worth exploring. First, note that weighting by population gives far greater influence in the regression to large states: Texas and Florida (the two largest states) and Georgia (the fifth largest) were the three states with large and statistically significant estimated drops in murder after they passed shall-issue laws. As figure 8-2 indicates, the estimated aggregated effect on murder in the dummy variable model is a drop in crime of 7.8 percent. Running the aggregated regression without weighting by population lowers the estimated effect on murder from \(-7.8\) percent to \(-5.1\) percent. Hence, weighting clearly increases the apparent murder-reducing capacity of shall-issue laws in the aggregated dummy variable model, but it is not the entire story.

Second, as already noted, the fact that a state adopts a shall-issue law earlier means that it will have a greater impact in the estimation of any postpassage dummy in the aggregated analysis. Thus imagine a scenario under which only two states (with equal populations) adopt shall-issue laws—one in 1987 and another in 1996. Assume the effect in the two states is exactly opposite. In the early adopter crime drops by 10 percent in the first year after passage and stays at that lower level through 1997, while in the late adopter crime increases by 10 percent and will stay that way for ten years. In the disaggregated analysis, one will see equal and opposite impacts, suggesting no overall net effect on crime. This is
what the aggregated dummy variable analysis would show if the laws had been adopted at the same time. But because one state has adopted the shall-issue law nine years later, the aggregated analysis will generate a very different result than the disaggregated analysis of the type shown in figures 8-1 through 8-3. The later adoption in the second state means that its impact will be diminished when the aggregated dummy variable model is estimated. Indeed, the aggregated effect in this hypothetical will be a drop in crime of roughly 8 percent because the ten years of a crime drop of 10 percent will be averaged with the one year of the crime increase of 10 percent. Since we have seen that the fourteen late adopters had an aggregate effect of increasing crime, while Lott found a dampening effect for the previous ten adopters, we can see that the aggregated analysis will give much greater weight to the earlier adopters. This explains how a few early adopters can alter the analysis to show an aggregated predicted crime drop even though most individual states are showing crime increases when their laws are adopted.

What should be concluded from this analysis? If one accepts the regression output at face value, it suggests that the clear majority of states experience increases in violent crime, murder, and robbery when shall-issue laws are adopted. It is only the happenstance that some of the early adopters experienced crime drops, which are disproportionately weighted in the aggregated analysis, that has generated the impression of uniform crime reductions. Figure 8-4 shows the results of this disaggregated analysis for property crime. Since virtually every adopting state experiences an increase in property crime (fifteen statistically significant crime increases, one statistically significant crime drop), the disaggregated results conform to the aggregated prediction of substantial property crime increases. This result is stronger than any crime-reducing result associated with a shall-issue law that has been presented anywhere. Thus, if one accepts the panel data results, the strongest possible conclusion about the effect of shall-issue laws is that they increase property crime. But the only theory that would explain that result is the Lott substitution hypothesis from violent crime to property crime, which is not borne out in the disaggregated analysis of figures 8-1 through 8-3. Most of the states for which we see statistically significant increases in property crime do not experience any drops in violent crime. If the Lott substitution story were true, it would have to be the case that the states that experienced the property crime increases also experienced a violent crime drop, and this we do not see.38 Reading the regression results at face value, shall-issue laws increase prop-

38. For the seventeen states that experienced an increase in property crime shown in figure 8-4, eleven experienced an increase in robbery shown in figure 8-3 (of which five were statistically significant increases). The other six states conformed to the Lott story of increased property crime coupled with decreased robbery, but only three of these were statistically significant drops in robbery.
roperty crime, yet without a theoretical reason to believe this effect that has any empirical backing, one may be inclined to say the regression is not working properly (perhaps because of problems of misspecification or omitted variable bias).

Disaggregating the Linear Trend Model

The patterns revealed in figures 8-1 through 8-4 for the disaggregated analysis of the dummy variable model also emerge in the comparable figures based on the linear trend model (available from the author). Recall that in table 8-1, line 5, we saw that when the linear trend model was estimated on an aggregated basis, it showed that robbery fell by a statistically significant 3.6 percent and property crime remained virtually unchanged. Although the apparent drop in robbery might be taken as support for the more guns, less crime story for the 1977–92 county data, the story collapses if one disaggregates by state. In the disaggregated analysis, robberies increased in eighteen of the twenty-four jurisdictions (nine of them were significant). In the six jurisdictions where robberies fell, in only one case (Oregon) was there a statistically significant increase in property crime. Moreover, for the seventeen (of twenty-four) states that experienced an increase in property crime, fifteen also experienced an increase in violent crime, and ten of them were statistically significant increases in violent crime. Of the remaining two states, which experienced an increase in property crime but a decrease in violent crime, in only one was the decrease statistically significant. Indeed, for the clear majority of states for all four crimes in the disaggregated analysis, shall-issue laws are associated with increases in crime, which are generally statistically significant. Although the story of murder or robbery dropping can be found in the aggregated analysis with the linear trend model, it is purely an artifact of the happenstance of early adoption that weights a few large states most heavily.

Summary

Lott and Mustard have clearly launched an enormous amount of scholarly work on the effect of laws enabling citizens to carry concealed handguns. It is not hard to see why they and others may have believed that these laws reduce crime, because simple panel data regression models for the 1977–92 data period that they first analyzed provided support for the view that some or most violent crime rates fell for the ten states that adopted shall-issue laws over that period. Indeed, some superficially supportive work—for example, a paper by Bronars and Lott (1998) arguing that the passage of a shall-issue law pushed criminals across the border into
non-shall-issue states\(^39\) and a paper by Lott and William M. Landes indicating the multiple victim homicides fell when shall-issue laws were adopted—might have been thought to buttress the more-guns, less-crime hypothesis.\(^40\) Moreover, if the statistical evidence backed up the more-guns, less-crime hypothesis, the anecdotal evidence of cases in which guns were used defensively to thwart attacks and the overall estimates of the number of incidents of defensive gun might seem to provide some plausibility to the initial Lott and Mustard findings.\(^41\)

Right from the start, though, there have been concerns. Several analysts showed that disaggregating the 1977–92 data to estimate effects on ten individual states led to a more mixed picture with some states showing increases and others showing decreases in crime.\(^42\) Others expressed concern that the Lott and Mustard result was vulnerable because the panel data model may not adequately control for “unobserved or difficult-to-measure factors that influence local crime rates but change over time.”\(^43\) Indeed, Ludwig noted that because all shall-issue laws have minimum age requirements, any deterrent effect related to these laws should be concentrated among adults, yet the evidence did not support this prediction.

\(^39\) The Bronars and Lott piece seemed at first to be important buttressing evidence since it purported to show that for a given metropolitan area, crime fell on the side of the border that adopted the shall-issue law but rose on the other side of the border. Unfortunately, the disaggregated results depicted in figures 8-1 through 8-4 give every reason to be suspicious of the highly aggregated Bronars and Lott result. In essence, all that Bronars and Lott showed was that a highly aggregated dummy variable for non-passing jurisdictions bordering the ten adopting states seemed to show crime increases while crime was falling for the ten adopting states. But as shown, the disaggregated results typically reveal that crime rises for most jurisdictions, which almost certainly undermines the claimed substitution effect across state lines. Unless Bronars and Lott can show that the substitution across state lines is actually occurring by linking drops in crime to passing state X with increases in crime in neighboring nonpassing state Y (which I doubt will be the case), then the Bronars and Lott article really illustrates the unreliability of the aggregated analysis that is uniformly used in the papers endorsing the more-guns, less-crime hypothesis.

\(^40\) In the wake of a recent school shooting in Germany that killed fourteen, Lott summarized his finding from the Lott and Landes study: “multiple-victim public shootings fell on average by 78 percent in states that passed [right-to-carry] laws.” John Lott, “Gun Control Misfires in Europe,” \textit{Wall Street Journal}, April 30, 2002, p. A16. Although the results may at first seem persuasive, there is a major problem with the Lott and Landes data. Lott and Landes (2001). The FBI Supplementary Homicide Report (SHR) reveals more than 800 such multiple-victim deaths a year, while Lott and Landes use a Lexis search that generates only about 20. FBI (2000). While it may be that not all 800 should be included (for example, Lott and Landes would eliminate some of the murders in the FBI data because they are not committed in public places), the true number of cases is vastly greater than the number that Lott and Landes employ. Indeed, Lott and Landes have now found that when they use the SHR data, their results “were rarely statistically significant.” Consequently, if their story doesn’t emerge when they use the best data, why should we believe their results using much less accurate data?

\(^41\) Ludwig (1998) provides an illuminating discussion of the prevalence of defensive gun use, and that paper and Duggan (2001) provide evidence that at least raises doubts about how much the actual carrying of guns increases in the wake of the adoption of shall-issue laws.

\(^42\) Black and Nagin (1998); Dezhbakhsh and Rubin (1998); and Plassmann and Tideman (2000).

\(^43\) Ludwig (1998, p. 244); Ayres and Donohue (1999); Zimring and Hawkins (1997).
Using a difference-in-difference-in-differences model, Ludwig showed that the evidence refuted the view that shall-issue laws resulted in relative decreases in adult homicide rates.\footnote{Ludwig (1998).}

All of this work speculated that factors such as the enormous, but geographically nonuniform, stimulus to crime caused by the crack cocaine trade in the late 1980s and early 1990s could well be generating spurious results. Ayres and Donohue noted some coding errors that, when corrected, tended to weaken some Lott results, and Duggan offered interesting evidence that more guns generate more murders and that Lott’s results were eliminated with proper adjustments to the standard errors.\footnote{Ayres and Donohue (1999); Duggan (2001).}

At the same time, Bartley and Cohen showed that a hybrid model (admittedly with the Lott data set and its coding errors and in the aggregated model that Ayres and Donohue have questioned) could withstand an extreme bounds analysis to reveal drops in murder and robbery after a shall-issue law was passed for the 1997–92 full and large-county data sets.\footnote{Bartley and Cohen (1998).} Using the 1977–92 data and aggregated dummy variable and spline models, David E. Olson and Michael D. Maltz presented some generally supportive findings that shall-issue laws reduced homicides, but their finding that firearm homicides fell by 20 percent while nonfirearm homicides rose by 10 percent did not seem to fit well with a story that shall-issue laws had a deterrent impact on crime. Again, the inconsistencies were troubling, but for some these problems and the array of skeptical voices were largely ignored, especially with other studies expressing apparent approval of the Lott findings.\footnote{Moody (1999); Benson and Mast (2001); and Plassman and Tideman (2000).}

But whatever the number of articles embracing or rejecting the initial Lott and Mustard results—and it is not clear to me that more articles supported Lott and Mustard or that counting the number of articles is the best measure of resolving...

\begin{itemize}
  \item 44. Ludwig (1998).
  \item 45. Ayres and Donohue (1999); Duggan (2001).
  \item 46. Bartley and Cohen (1998). The extreme bounds analysis simply estimates the effect of the law using all combinations of the Lott and Mustard explanatory variables and documents whether the resulting estimates are always nonzero. When the dummy variable model was used, Bartley and Cohen found that only violent crime and assault fell consistently (although perhaps the Lott inverted V story can explain some of this discrepancy). Moody (1999) also provides an extended inquiry into the Lott aggregated dummy variable model for the county data set (with the coding errors) for the period 1977–92 and finds that the shall-issue laws are associated with lower violent crime in various permutations of this aggregated dummy variable model over the early time period.
  \item 47. Moody (1999); Benson and Mast (2001); and Plassman and Tideman (2000).
  \item 48. Ayres and Donohue (1999).
\end{itemize}
the debate—there is now much more evidence on the issue than was available to almost any of the researchers who have previously examined the more-guns, less-crime hypothesis. Ayres and Donohue have shown how important the extension of the Lott and Mustard data set is to an assessment of the validity of the earlier Lott and Mustard work, and none of the researchers just discussed were aware of the Ayres and Donohue finding that running the Lott and Mustard models for the period 1991–97 generates uniform estimates of increased crime associated with shall-issue laws.49 The very sharply different results between regressions run for early and late legalizers show that aggregated regression models will be misspecified.

Indeed, the lead and lag analysis discussed earlier shows that, particularly for the county data set, there is evidence of a serious problem of endogeneity or omitted variable bias, since the prepassage dummies are frequently large, positive, and statistically significant. Moreover, pre- and postpassage comparisons based on the lead and lag analysis did not provide support for any story that shall-issue laws reduced crime.

The evidence from the disaggregated state-specific estimates for the 1977–97 data should put to rest any notion that shall-issue laws can be expected to lower crime.50 The overwhelming story that leaps out from the eight figures (looking at four crimes with both the dummy variable and the spline models) is that most states experienced increases in crime from the passage of shall-issue laws. In other words, if one simply runs a disaggregated state-specific version of the Lott and Mustard models on the full 1977–97 data set, a few states will be shown to have decreases in crime, but most will not, and the statistically significant estimates of increased crime will far outweigh the significant estimates of crime decreases.

If one had previously been inclined to believe the Lott and Mustard results, one might now conclude that the statistical evidence that crime will rise when a shall-issue law is passed is at least as compelling as the prior evidence that was amassed to show it would fall. However, there are still enough anomalies in the data that warrant caution. Admittedly, the updated disaggregated data push toward a more-guns, more-crime conclusion, but that model still does not address the endogeneity or omitted variable problems that seem to be lurking in the results shown in tables 8-5 and 8-6. Moreover, the figure 8-4 dummy variable disaggregated model shows that widespread increases in property crime follow the adoption of shall-issue laws, but there is no internally consistent theory that would explain this effect.51 When a regression predicts both a potentially plau-

49. Ayres and Donohue (forthcoming).
50. Ayres and Donohue (forthcoming).
51. In the linear trend disaggregated model (not shown), shall-issue laws are still associated with property crime increases, although they are less pronounced than for the dummy variable model.
sible finding (that shall-issue laws increase violent crime) and an implausible one
(that the same laws also increase property crime), my confidence in the regression
is weakened.

The overall evidence suggests to me that broad (and conflicting) crime swings
that occurred in the late 1980s and 1990s happened to correlate with the passage
of shall-issue laws, and the panel data model seems unable to separate out the
contribution of the relatively minor influence of the shall-issue law from the
major impacts of these broad swings. With data problems making it unclear
whether the county or state data are more reliable, with the lack of good instru-
ments available to directly address the problems of endogeneity and the lack of
good controls available to capture the criminogenic influence of crack, it is hard
to make strong claims about the likely impact of passing a shall-issue law. The
tidal swings in crime rates during the late 1980s and the 1990s have both helped
stimulate passage of shall-issue laws as a fearful population searches for relief from
anxiety and obscured what the true effect of these laws on crime has been.

COMMENT BY
David B. Mustard

More than seven years ago John Lott and I decided to examine the impact of
shall-issue laws on crime and accidental deaths. As someone who passionately
disliked firearms and who fully accepted the conventional wisdom that increas-
ing the gun ownership rate would necessarily raise violent crime and accidental
deaths, I thought it obvious that passing these laws would cause a host of prob-
lems. It is now almost six years since I became convinced otherwise, and John
Lott and David Mustard concluded that shall-issue laws reduce violent crime
and have no impact on accidental deaths.52 Since then we have distributed the
data to about seventy groups of scholars and policymakers, thus facilitating an
extensive research agenda concerning the efficacy of right-to-carry laws. John
Donohue’s chapter first evaluates the basic Lott-Mustard arguments and the
subsequent research, and second, provides some new empirical work.

Lott-Mustard and Subsequent Research

An overview of the right-to-carry scholarly research in the past six years is a good
start. One fundamentally important point is how much the terms of the debate

52. Lott and Mustard (1997).
have been significantly altered. Before this explosion of research, many presumed that shall-issue laws would increase crime. However, since Lott-Mustard no empirical research has made a case for shall-issue laws increasing crime. Instead, the literature has disputed the magnitude of the decrease and whether the estimated decreases are statistically significant. This work is notable in the broader gun literature because right-to-carry laws are the first gun law to produce an empirically verifiable reduction in criminal activity. The empirical work in refereed scholarly journals presents a much stronger case for the efficacy of shall-issue laws to reduce crime than any other gun control law. From a public policy perspective, if one believes there is insufficient evidence to endorse concealed-carry laws, then to be logically consistent one must also oppose the implementation of waiting periods, safe-storage laws, and other gun laws even more adamantly.

Given the sizable empirical research devoted to this issue and the hundreds of thousands of regressions that have been run, the small number of positive and statistically significant estimates is absolutely striking. Even if one uncritically accepts the most negative reviews of Lott-Mustard at face value, there is still more evidence that shall-issue laws reduce, rather than raise, crime. For example, Mark Duggan, widely recognized as producing one of the most critical papers, reports thirty regressions of the impact of right-to-carry laws on violent crime. Only one of the thirty coefficient estimates is positive and statistically significant (robbery in one specification). In contrast, fourteen of the thirty have negative and statistically significant coefficient estimates, and most of the rest are negative and statistically insignificant.53 Similarly Daniel A. Black and Daniel S. Nagin obtain a positive and significant coefficient in one specification for assaults but only while using the problematic quadratic estimation procedure. However, this same table reports thirteen negative and statistically significant coefficient estimates, and the remaining estimates are disproportionately negative and statistically insignificant.54

Donohue’s chapter starts by discussing the basic model and methodology of Lott-Mustard. Unfortunately, many of the criticisms have already been addressed extensively in the literature.55 Some criticisms were even discussed in the original Lott-Mustard article. Because space constraints limit the number and depth of the issues that I can address, I encourage you to investigate these additional sources more thoroughly in evaluating Donohue’s chapter.

53. Duggan (2001). Although only twelve are designated as statistically significant in the table, rape and assault in specification 2 are also statistically significant given the reported estimates of the coefficients and standard errors.
Like many critics, Donohue contends that different results for the impact of shall-issue laws on property crime undermine the Lott-Mustard work. He dramatically states, “Lott might respond that . . . murderers and rapists shifted over to committing property crime” and that the initial argument asserted, “that Shall-Issue laws induced massive shifts by thwarted murderers and rapists toward property crime.” Regrettably, these misrepresentations of the original work continue to be made even though Lott and I have repeatedly asserted, “No one believes that hard-core rapists who are committing their crimes only for sexual gratification will turn into auto thieves.” Results of differing signs in no way indict our work. In the original paper we maintained that the deterrent effect should be larger on violent crime than on property crime, so the total effect on violent crime should be more negative than on property crime. Because financial gain is an important motive in some violent crimes there may be some substitution to property crime. However, to the extent that offenders reduce their involvement in all illegal activity as a result of the laws, property offenses may also decrease. Therefore, the theoretical prediction is ambiguous. In some specifications in the original paper property crimes increase, in others there is no effect, and in some there is a decrease. In writing the cost-benefit portion of the paper, we emphasized the results showing the effect of the law on property crime was positive (which also showed the smallest drops in violent crime), because we sought a lower bound on the total benefit and biased the findings against our conclusion that the laws provide net social benefits. Consequently, if shall-issue laws have no impact or actually reduce crime, the benefits of the law are even larger than we estimated.

Similarly, Donohue highlights another frequently repeated, yet incorrect, statement about how the relatively small decline in robbery as a result of shall-issue laws, “constitutes a major theoretical problem for Lott’s interpretation.” These comments about robbery neither acknowledge our initial arguments about how robbery should be affected, nor respond to Lott’s subsequent arguments. To briefly reiterate, the theoretical effect of shall-issue on robbery is ambiguous, because the offense category is composed of seven types of robberies. Only one of these categories involves the robbery of one person of another in a public place, which is the most likely type of robbery to be deterred by concealed carry. Clearly, the theory predicts that this type of crime should decrease. However, the theoretical prediction about the entire classification of robbery is not so clear. The other types of robbery could increase if as a result of right-to-carry laws offenders substitute from street robbery to other forms of robbery. Consequently, the effect of the law on the total category is ambiguous.

One last example is that utilizing the arrest rate as a control variable in the crime rate regressions is problematic. However, Donohue does not mention that Lott and Mustard include extensive explanations of these problems, that the original article tested the robustness of the results to the inclusion of the arrest rate in a number of ways, or that Lott further tests the sensitivity of the results to different arrest rate specifications.\(^{58}\) These papers show that the qualitative results were robust to omitting arrest rates from the regression, using moving averages of arrest rates, using predicted values of arrest rates, and examining large counties that had well-defined arrest rates. Furthermore, Donohue’s discussion of the arrest rate misses an important point. Omitting arrest rates may generate a truncation problem because many counties with zero crime rates will be included in the regression. By construction it is impossible for a shall-issue law to reduce crime in a county that has no crime, no matter how effective the law is.\(^{59}\)

*Post-1992 Analysis*

Donohue’s second principal objective is to examine the results when the data are extended to 1997. Of all the empirical papers that examine the impact of right-to-carry laws, Donohue’s chapter is unique, because it is the first to argue that the laws may increase crime. Tables 8-1 through 8-6 in his chapter present this evidence by portraying the coefficient estimates and standard errors of a series of leads and lags before and after the law passes. He contends that adding subsequent years of data demonstrates that there are differential effects between the early and late adopters of laws. I outline three central concerns about this analysis.

First, Donohue neither discusses nor controls for very important changes in right-to-carry laws. There are at least four trends that have made it more costly for law-abiding citizens to protect themselves. One, fees have increased substantially. For example, the average fee for states that implemented laws since 1994 was about 2.5 times greater than the states that adopted right-to-carry laws from 1985 to 1992. Two, the training requirements for obtaining permits have increased significantly. Of the eight states that adopted their laws before 1960, only one state had any training requirement. Of the laws adopted between 1985 and 1992, only half the states required training, which on average was relatively short. In sharp contrast, most of the states that passed laws since 1994 require training periods, and the average length of those periods is relatively long. Three, there are fewer places in which licensed individuals are legally permitted to carry. Other than the areas prohibited by federal laws, early states had few, if any, excluded
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areas. While many states that adopted their laws between 1985 and 1992 have few restrictions, the states since 1994 typically have extensive lists of excluded areas. Pennsylvania, which passed its law in 1989, excludes only courthouses and some government buildings, while Texas, which passed its law six years later, lists forty-eight places where carrying a concealed weapon is forbidden. Fourth, states that passed their laws later generally have more punitive penalties for carrying in unauthorized places. By raising the cost that law-abiding citizens bear in carrying a concealed weapon for self-protection, these four trends decrease the number of law-abiding citizens who can carry and the opportunities each license holder has to use a weapon for self-defense. Consequently, there are strong theoretical reasons for expecting the later laws to have different effects than earlier laws. Future empirical research should control for these changes and test the degree to which such provisions affect the carrying and crime rates. To the extent that these more restrictive laws reduce the carrying rate and the opportunities for self-defense, laws implemented later may be less efficacious.

A second concern about the new empirical work is that although it is important to know whether the coefficient estimates in the postlaw years are positive or negative, it is also important to understand how they compare to the prelaw estimates. For example, if the prelaw coefficient estimate is 8.5, and the postlaw estimate 5.5, the law may have lowered the crime rate in shall-issue states relative to the other states. To show these intertemporal effects more clearly, figure 8-5 plots the coefficient estimates from Donohue’s table 8-5 county-level regression covering the 1977 to 1997 period. This figure clearly shows that all four violent crime rates plunge precipitously after the law is adopted. During the prelaw period, the murder rates are the same in shall-issue and non-shall-issue counties. After the law goes into effect, the murder rate for shall-issue counties drops dramatically. Crime rates for the other three offenses (rape, robbery, and assault) increase in the right-to-carry states before the law and plummet after the law. These drops are not simply reversions to the mean as some have suggested, because the postlaw rates for all three offenses are markedly lower than any of the prelaw rates.

Lott addressed this prelaw increase in crime in various ways in his many papers. Some methods include dropping the years immediately before and after the passage of the law, estimating regressions with instrumental variables and two-stage least squares, including nonlinear time trends, and showing that the postlaw crime rates drop far below the prelaw trend. Stephen Bronars and Lott used another strategy when they showed that when a given state passed a right-to-carry law, the crime rates in surrounding states increase. 60 There is no theoretical reason why the adoption of a law in one state should be a function of neighboring

Last, if gun laws are adopted in response to random periods of high crime, other gun laws should exhibit similar drops in postlaw crime. However, shall-issue laws are unique among gun laws in that they are the only ones that show these large decreases in postlaw crime.

My last concern about Donohue’s allegation that allowing law-abiding citizens to protect themselves increases crime rates is his lack of articulating and documenting a clear mechanism through which such an increase would occur. The most frequently articulated claim is that permit holders will use their guns to commit crimes instead of using their guns for self-defense. However, many years of evidence across different states and time periods overwhelmingly rejects such claims. In Multnomah County, Oregon, only 1 of 11,140 permit holders was arrested for a crime during a four-year period—an annual rate of only 0.2 incidents for every 10,000 holders. The annual rate in Florida over a seven-year period was even lower at 0.1. In Virginia as of the beginning of 1997, not a

Figure 8-5. “Entire Period” Coefficient Estimates
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Source: John Donohue, chapter 8, in this volume.

single concealed-carry permit holder had committed a violent crime. In North Carolina through 1997, permit-holding gun owners had not had a single permit revoked as a result of use of a gun in a crime. In South Carolina through 1997, only one permit holder had been indicted for a felony, a charge that was later dropped. Mustard showed that even those who vehemently opposed shall-issue laws have been forced to acknowledge that license holders are extremely law abiding and pose little threat.\(^{62}\) Glenn White, president of the Dallas Police Association, twice lobbied against the proposed right-to-carry law, but after it finally passed he acknowledged, “I’m a convert.” The president and the executive director of the Florida Chiefs of Police and the head of the Florida Sheriff’s Association admitted that despite their best efforts to document problems arising from the law, they were unable to do so. Speaking on behalf of the Kentucky Chiefs of Police Association, Lt. Col. Bill Dorsey stated, “We haven’t seen any cases where a [concealed-carry] permit holder has committed an offense with a firearm.”\(^{63}\) Many who believed that concealed-carry permit holders would threaten society actively tried to document that danger. However, they were compelled to change their minds as they observed law-abiding citizens who have no mental health histories, pay fees, and give authorities personal information do not use their weapons for inappropriate purposes. Much of the debate about concealed carry has involved detailed comments about empirical specifications and statistical estimation procedures, which has often left the average person confused. However, sometimes the most straightforward evidence, namely, the lack of criminality among law-abiding citizens who carry concealed weapons, is the most convincing and easy to understand.

**COMMENT BY**

Willard Manning

John J. Donohue’s chapter examines the sensitivity of the results in earlier work by John Lott and his colleagues on the impact of laws granting a right to carry
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a concealed weapon on several different measures of criminal activity. His primary concern is with the sensitivity of the results to a series of specification and analytical issues, especially with how time trends are modeled, with special attention given to allowing for state-specific time trends. Much of the earlier work assumes an additive effect of the law against the backdrop of a time trend common to states that already had a right-to-carry law, enacted such a law during the period, or did not have one during the period. He also raises other concerns about data quality and the inclusion of an additional endogenous explanatory variable. His results indicate that some of the conclusions in the seminal paper by Lott and Mustard and other publications by Lott are not robust to specification changes.

Instead of only critiquing Donohue’s chapter, in this comment I examine a set of issues common to the original work and to Donohue’s chapter in this volume. My focus is on econometric or statistical issues that can lead to biases in the estimates of the coefficients, the standard errors and inference statistics for the models, or both. I consider four areas:

— Correlated errors—going beyond fixed effects;
— Multiple comparisons;
— Endogeneity of the right-to-carry laws; and
— General concerns about estimation and interpretation of log models.

The first two are serious because both Donohue and Lott seem to have a false sense of confidence in their results. The results are not as statistically significant as they indicate and may not be significantly different from zero at all. The third and fourth raise the prospect that the estimates themselves are biased. Some of the following remarks are based on my own analysis of the state-level version of the data that Lott provided to me earlier.

**Correlated Errors**

The data employed here and in earlier work separately by Donohue and Lott involve sixteen or more years of data for states, standard metropolitan statistical

---

64. Lott (2000); Lott and Mustard (1997).
66. My original comments also included a concern about the endogeneity of the incarceration variable as an explanatory variable. Apparently, excluding the variable does not alter the results appreciably.
67. I have used these data in an applied regression course offered to students at the University of Chicago because the dataset exhibits a number of estimation problems. By using the state-level data, I do not have to deal with problems of zeroes at the county level. That is even more complicated than the ones dealt with here.
areas (SMSAs), or counties within states. This panel characteristic raises the prospect that the error terms for a state (or a county) are correlated over time if some unobserved factors are stable over time within a cluster (for example, state) or changing slowly. Both sets of authors have addressed this problem by employing a standard panel data solution with state (or county) fixed effects but no other correction for autocorrelated error terms within state. They also employ fixed effects for year to deal with the complex time trends in crime rates. There has been some exploration of state-specific time trends.

Over short periods, fixed or random effects may provide a good approximation to the variance-covariance matrix for the error term within a state. For a short period, slow-moving changes in unobservables in the error term will not change much. However, over longer periods of time, the approximation may be poor. I examined the autocorrelation function for the residuals from the fixed effects models for the two summary measures—violent crime and nonviolent crime per capita. The results indicate that the error structure within a state has a more complex form of autocorrelation than that indicated by a simple fixed-effects-only model. Moreover, it does not appear to fit a fixed effect combined with an autoregressive (AR) error model, such as an AR(1).

This raises the prospect that the standard errors and inference statistics for these models are biased because no further correction beyond the inclusion of fixed effects was made for autocorrelated errors.\(^68\) Leaving out such a correction can have a pronounced effect on the efficiency of the estimates and bias in the standard errors and other inference statistics, especially if the key variables are time trended. Bias in the inference statistics can go either way depending on whether the remaining correlation in the residuals after adding the fixed effects for states and time has the same sign as the time trend in covariates (the x’s) net of fixed effects. The direction and magnitude depend on the specific data.

There are several alternatives available to correct the inference statistics. Two options are relatively easy to implement. The first is to conduct a bootstrap of the analysis, bootstrapping all of the observations for each state as a cluster, rather than bootstrapping individual state-year observations. The second alternative is to use general estimating equations (GEE) after determining the form of the autocorrelation after a fixed effect for each state has been included.\(^69\)

\(^{68}\) The various papers report either weighted least squares results under a fixed-effect specification or weighted with robust standard errors (corrected for heteroscedasticity using the sandwich estimator or Eicker-Huber-White correction).

\(^{69}\) Diggle and others (1994).
My analysis of the state-level data on violent crimes indicates that the reported standard errors from the fixed effects models for the right to carry a concealed weapon are biased toward zero, and the reported $t$ statistics are biased away from zero by about 30 percent.\footnote{I have not determined the magnitude of the correction for the county-level analysis. There it seems very unlikely that a county-specific fixed effect will be sufficient to correct for both temporal and spatial correlation within state at a point in time or over time. To capture both for the county-level data, one would probably have to bootstrap clusters of all of the observations in the counties in a state as a group to correct the standard errors and other inference statistics.

Given the positive intrastate correlation within a state, I would expect the full correction for the county-level data to be even larger than the correlation for the state-level data.}

\textit{Multiple Comparisons}

One of the most common practices in applied work is that the authors make multiple comparisons in a paper (with all of the comparisons having the same nominal significance level), without any further correction for having made multiple comparisons. This is a problem in both the Donohue chapter and the Lott and Mustard papers, and in the Lott book. The problems may be severe because there are two summary measures (violent and property crime separately) and seven alternative, less aggregated measures that are reported.

Failure to correct for multiple comparisons causes the true significance level to be much less than the nominal level would suggest. If there are seven comparisons, then a nominal 5 percent standard applied to each is actually more like a 30 percent standard. The former is usually considered statistically significant if it is met, while the latter is considered statistically insignificant, and not noteworthy unless one is looking for a null finding.

There are two alternative solutions to the multiple comparison problem. One is to use a Bonferroni bound, dividing the nominal $\alpha$ level of 5 percent by seven to achieve a true nominal 5 percent combined over all seven comparisons. This is equivalent to using a 0.7 percent nominal level for each of the comparisons. This implies that the $t$ statistics have to exceed 2.69 rather than 1.96 to achieve an overall significance level of 5 percent. This approach tends to overcorrect if the errors across the equations are not independent. No correction is needed if the error terms are perfectly correlated. The correlations of the errors across equations are on the order of 0.4 or less for the disaggregated measures and 0.6 for the aggregated measures.

The second alternative is to use Zellner’s seemingly unrelated regression approach.\footnote{Greene (2000, sec. 15.4).} In this case, one can use an F test to determine the statistical significance of the right-to-carry variables jointly across all equations.
If we combine the corrections for multiple comparisons and a more complicated form of autocorrelation, then the results should have $t$ statistics that are about 50–60 percent of their reported value. With such a correction, the results at the top of tables 8-2 and 8-4 appear to be statistically significantly different from zero about as often as one would expect if they had occurred at random.

**Endogeneity**

Both the chapter by Donohue and the prior work by Lott and by Lott and Mustard include endogenous explanatory variables. The primary variable of interest is endogenous—the right to carry a concealed weapon. Given the primary research interest, inclusion of the laws is unavoidable.

Is there a simultaneous equation bias caused by the endogeneity of enacting the right-to-carry laws? The use of fixed effects for state and year and of specific state slopes for time is not enough to capture why the right-to-carry law was enacted. It is the change in the law that is of interest, given that the fixed effects approach only relies on within-state variation in the laws to estimate the effect of the right-to-carry laws. Lott and Mustard recognize this issue and use instrumental variable, two-stage least squares (IV/2SLS) solutions to eliminate the simultaneous equations bias. The difficulty is that their instruments are questionable. The papers do not provide compelling evidence or arguments to indicate whether the instruments meet the econometric criteria for proper instruments. For instrumental variables, the burden of proof is on the proponent of the specific model.

Lott and Mustard should provide solid evidence and arguments for the statistical merits of their instruments. With data with this much autocorrelation in the dependent and independent variables, one cannot use leads and lags to meet the IV/2SLS criteria. If suitable instruments cannot be found, then the authors
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72. Given the concerns discussed in note 4, the corrections for the county-level data reported in table 8-3 would be even larger.
73. Lott (2000); Lott and Mustard (1997).
74. In addition, Lott and his colleagues include a measure based on arrests and Donohue includes incarcerations as covariates; the main results are largely insensitive to the inclusion of the additional endogenous variables.
75. The major requirements for the instrumental variables in the linear model to yield consistent estimates of the effect of the endogenous explanatory variable on the outcome of interest are the instruments correlated with the endogenous explanatory variable(s); the instruments do not conceptually belong in the equation of interest nor are they proxies for variables which should be in the equation of interest but are omitted from the specification; the instrument is uncorrelated with the error term in the equation of interest; and the instruments are not weak in the sense of Staiger and Stock (1997) or Bound and others (1995). See Angrist, Imbens, and Rubin (1996) for a fuller exposition of the requirements.
and their critics should consider using the bounding approach of Charles Manski to deal with the simultaneous equations bias in their estimates.\textsuperscript{76}

\textit{TNSTAAFL . . . There’s No Such Thing as a Free . . .}

In this case, the econometric equivalent of the free lunch is a free log transformation of the dependent measure. Several authors, including Donohue, Lott and Mustard, and Lott, have used models with logged dependent variables to deal with skewness in the dependent measures or to obtain estimates of proportional effects of the right-to-carry laws on the outcomes (crime rates). Although such transformation is widespread in applied econometrics, its use in conjunction with ordinary least squares (OLS) or other least squares estimators can generate biased inferences about the effect of various covariates ($x$’s) on the ultimate outcome of interest, the underlying dependent variable $y$, as distinct from inferences on $\ln(y)$. In general, OLS with $\ln(y)$ is estimating the geometric mean function (conditional on $x$), rather than the arithmetic mean function. Ultimately, the public and public figures are concerned about $E(\text{crime per capita} \mid x)$, not the response of the log crime rate. Mathematically, the problem is that: $E(\ln(y) \mid x) \neq \log(E(y \mid x))$. If we exponentiate both sides, we may have two quite different results.

One econometric problem that can lead to this discrepancy is heteroscedasticity in the error term $\epsilon$ from the log scale regression model: $\ln(y) = x\beta + \epsilon$, where the variance of $\epsilon$ is some function of the covariates $x$.

People are used to dealing with heteroscedasticity as a problem that biases standard errors and other inference statistics. Correcting such statistics via the sandwich estimator is commonplace.\textsuperscript{77} However, such a correction does not deal with the bias of going from the OLS on $\ln(y \mid x)$ to statements about $E(y \mid x)$. Consider the following example, where the underlying error term $\epsilon$ is normally distributed with a variance: $\sigma^2(x)$, which is not a constant. In general, the expected value of $y$ given $x$ is:

$$E(y) = e^{x\beta} E(e^\epsilon)$$

$$\neq e^{x\beta}$$

\textsuperscript{76} Manski (1990).

\textsuperscript{77} The sandwich estimator is also known as the Eicker-Huber-White correction, or some combination of the three.
unless $\sigma^2 = 0$. If the error term is normally distributed, then the expected value of $y$ given $x$ is:

$$E(y) = e^{x\beta + 0.5\sigma^2(x)} \quad > e^{x\beta}$$

The former is the arithmetic mean, while the latter is the geometric mean.

If the covariate $x$ is a continuous measure then the marginal effect of $x$ on $E(y|x)$ is:

$$\frac{\partial E(y|x)}{\partial x_i} = \left[ e^{(x\beta + 0.5\sigma^2(x))} \right] \left( \beta_i + 0.5 \frac{\partial \sigma^2(x)}{\partial x_i} \right)$$

The second term is the one that has to be added to make the retransformation from the log scale to the raw scale give the correct, unbiased estimate of the incremental effect.

If there are two treatment groups or we are interested in the effect of an indicator variable, the formulation is slightly different. If there are two groups, A and B, where $\ln(y)_G \sim N(\mu_G, \sigma^2_G)$, with $G = A$ or $B$, then the contrast between the two groups is:

$$\frac{E(y_A)}{E(y_B)} = e^{(\mu_A - \mu_B) + 0.5(\sigma^2_A - \sigma^2_B)}$$

Under homoscedasticity ($\sigma^2$ = a constant)

$$\frac{E(y_A)}{E(y_B)} = e^{(\mu_A - \mu_B)}$$

The second of these is the usual way of doing comparisons in log OLS models. However it is unbiased if and only if the two groups have (the same) error variance. The extension to multiple covariates does not alter the concern that heteroscedasticity can lead to bias when the results are retransformed unless a suitable correction is made.78

In the case of the Donohue and Lott formulations applied to the state-level data, the error is not heteroscedastic in the right-to-carry law variables themselves. However, the errors are heteroscedastic in year and some of the other vari-

ables; the specific variables vary depending on whether we are dealing with violent or property crimes. This could influence both the detrending of the data for secular change and some of the secondary hypotheses.

There are two alternatives that can be employed. The first is to find the functional form for the expectation of $e^x$ as a function of $x$ to apply as a correction factor or to employ a suitable variation of Duan’s smearing estimator. The second is to employ one of the generalized linear models with a log link, which would provide estimates directly of $\log(E(y|x))$. These GLM estimates can be exponentiated to obtain $\ln(E(y|x))$ with all the usual interpretations of log model results, but without the complications caused by using least squares on $\log(y)$.

My examination suggests that the correct family for these data from the set of available GLMs suggests an overdispersed Poisson model. Further, it also appears that the log is not the correct link function if the concern is skewness in the error, because the residuals from their models are significantly skewed left. The log transformation overcorrects for skewness. A better power transformation could be the square root.

Conclusions

Donohue indicates that the earlier results by Lott and Mustard and by Lott may not be robust to a variety of specification and data issues. The sensitivity of the findings could have major implications for the policy debate on right-to-carry concealed weapons. I share some of his concerns. For example, Donohue indicates that there are important differences in time trends before the right-to-carry laws were enacted. My own estimates also suggest differences pre- and postenactment by states that enacted during the sixteen-year interval.

But I find that both the critique and the original work suffer from several problems that could bias the coefficient estimates and the inference statistics. There are three major areas of concern. First, there may be a major simultaneous equations bias in the earlier estimates, as well as in Donohue’s chapter on the effect of enacting right-to-carry laws. Second, the precision of the findings (t, F, and p values) in the earlier work by Lott and by Lott and Mustard and in Donohue’s chapter are substantially overstated because of failure to capture the full

81. McCullagh and Nelder (1986); Mullahy (1998); Blough and others (1999).
82. Lott and Mustard (1997); Lott (2000).
83. Donohue also discusses the instrumental variable analysis reported by Lott and Mustard (1997).
autocorrelation structure and making multiple comparisons without suitable adjustment. Correcting for both of these may be sufficient to cause the results from the original analysis and those in the critique to be statistically insignificant. Thus, if I can paraphrase Gertrude Stein, “there may be no there there.”

Finally, Donohue’s and my results indicate that there is a need to check whether the model estimated “fit” the data. Seemingly innocuous specification choices or decisions about how to deal with autocorrelated errors seem to substantially influence the findings in terms of both the estimates themselves and their statistical significance.
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