The Labor Market and the Phillips Curve
The non-accelerating inflation rate of unemployment (NAIRU) is frequently employed in fiscal and monetary policy deliberations. The U.S. Congressional Budget Office uses estimates of the NAIRU to compute potential GDP, that in turn is used to make budget projections that affect decisions about federal spending and taxation. Central banks consider estimates of the NAIRU to determine the likely course of inflation and what actions they should take to preserve price stability. A problem with the use of the NAIRU in policy formation is that it is thought to change over time (Ball and Mankiw 2002; Cohen, Dickens, and Posen 2001; Stock 2001; Gordon 1997, 1998). But estimates of the NAIRU and its time variation are remarkably imprecise and are far from robust (Staiger, Stock, and Watson 1997, 2001; Stock 2001).

NAIRU estimates are obtained from estimates of the Phillips curve—the relationship between the inflation rate, on the one hand, and the unemployment rate, measures of inflationary expectations, and variables representing supply shocks on the other. Typically, inflationary expectations are proxied with several lags of inflation and the unemployment rate is entered with lags as well. The NAIRU is recovered as the constant in the regression divided by the coefficient on unemployment (or the sum of the coefficient on unemployment and its lags).

The notion that the NAIRU might vary over time goes back at least to Perry (1970), who suggested that changes in the demographic composition of the labor force would change the NAIRU. He adjusted the unemployment rate to account for this. By 1990 several authors, including Gordon (1990) and Abraham (1987), had suggested that the NAIRU was probably lower in the 1960s than in the 1970s and 1980s. This
adjustment was initially accommodated by adding dummy variables or splines for certain periods to the Phillips curve regression. However, when it began to appear that the U.S. NAIRU was coming down in the 1990s, new methods were developed to track its changes. Staiger, Stock, and Watson (1997), Gordon (1997, 1998) and Stock and Watson (1999) applied time-varying coefficient models and structural break models to NAIRU estimation, and typically found evidence that it rose in the late 1960s or early 1970s and declined in the 1990s. However, the timing and the magnitudes of the estimated changes differed markedly depending on the specification used. Furthermore, confidence bounds on the estimated NAIRUs were so large that the estimates had little value for policy.

This paper presents a new approach to estimating time variation in the NAIRU. A major problem with Phillips curve-based estimates is that the complicated relationship between inflation, its own lags, supply shocks, and unemployment and its lags makes it possible to explain any particular incidence of high or low inflation a number of different ways. This problem is the root cause of both the lack of robust results and the large confidence intervals around NAIRU estimates derived from Phillips curve estimates. This paper explores an alternative source of information about time variation in the NAIRU. To the extent that such changes are due to changes in the efficiency of the labor market, these changes are reflected not just in the relationship between inflation and unemployment, but also in the relationship between unemployment and job vacancies. That relationship is much simpler and consequently much easier to model in a robust fashion. Combined estimates of the Phillips curve and Beveridge curve—the relationship between unemployment and vacancies—yield remarkably consistent estimates of the timing of changes in the NAIRU.

The next section provides a brief introduction to the literature on the Beveridge curve and on how it has shifted over time. It argues that because the Beveridge curve is much simpler and potentially better fitting than the Phillips curve, it provides a better basis for discerning shifts in the efficiency of the labor market’s functioning. These shifts appear to be quite large. The second section develops a theory linking shifts in the Beveridge curve to shifts in the NAIRU. The third section presents estimates of the Beveridge curve model developed in the second section. These esti-
mates turn out to be very robust and motivate the model developed in the fourth section.

The fourth section presents estimates of a linearized version of the model using a Kalman filter. The filtered series is essentially a weighted average of the residuals of the Beveridge and Phillips curves that has been scaled to satisfy an identifying constraint—this constraint is that the coefficient on the filtered variable must be the same as minus the coefficient on the unemployment rate in the Phillips curve. As might be expected, given how precisely the Beveridge curve is estimated, the filter puts nearly all the weight on the Beveridge curve residuals. Estimates of a restricted version of the model suggest that the information from the Beveridge curve adds significantly to the explanatory power of the Phillips curve. The Beveridge curve and Phillips curve NAIRUs look fairly similar, a result which supports the theory behind both curves. Confidence intervals that account for both forecast and parametric uncertainty are about 40 percent larger for Phillips curve NAIRU series than for series derived from the combined Beveridge curve-Phillips curve model. While estimates of the magnitude of the fluctuations in the NAIRU based on the joint Beveridge curve-Phillips curve model are still fairly uncertain, there is little uncertainty about the timing of the fluctuations.

1. The Beveridge Curve

The Beveridge curve describes a convex relationship between job vacancies and unemployment. It is named after Lord William Beveridge, reflecting his work defining full employment in terms of the ratio of unemployment to job vacancies (Beveridge 1945, 18–20). Hansen (1970) was the first to propose a formal model to explain the nature and shape of the relationship based on disequilibrium in two labor markets. Blanchard and Diamond (1989) offer an alternative model based on a matching function.

Until recently there was no vacancy data for the United States, but starting with Abraham (1983) the Conference Board’s help-wanted index has been used to construct a proxy for the number of vacancies in several studies (Abraham 1983, 1987; Blanchard and Diamond 1989; Bleakley and Fuhrer 1997; Medoff 1983; Valetta 2006). Abraham (1983) argued for several adjustments to the help-wanted index to take account of
changes in the structure of the newspaper industry and changes in the use of advertising by business in response to equal opportunity laws and regulations. However, Zargorsky (1998) provides convincing evidence that, except for an adjustment for scale (due to Konstant and Wingeard 1968), up to at least 1994 the help-wanted index tracks vacancies well without any adjustment.

Sometime after 1994 this relationship between job vacancies and unemployment falls apart. By the time the Bureau of Labor Statistics began conducting the Job Openings and Labor Turnover Survey (JOLTS) series in December 2000, measures of the vacancy rate constructed from the help-wanted index were running well below the numbers coming out of the JOLTS series. This divergence could have been anticipated given the explosive growth of the Internet as a way for people to find and apply for jobs. Monster.com, one of the first job-matching services on the Internet, started operating in 1994. At that time it listed only 200 jobs (Hernandez 2008). In late 1998 it was still listing only 50,000 jobs. But by May 1999 Monster.com was listing 204,000 jobs, held more than 1.3 million active resumes, and was recording 7.6 million hits per month (Answers.com, 2008). By July 2002 Monster was receiving over 14 million unique hits per month (Hernandez 2008). Today, sites like Careerbuilder.com and Monster.com are only some of many ways that workers connect to job openings through the Internet. Many companies’ web sites advertise employment opportunities, and employment agencies use the Internet to troll for jobs and workers to fill them. There is no doubt that a smaller fraction of jobs are listed in newspaper help-wanted advertisements today then was the case 15 years ago.

In the work that follows, the help-wanted index is used with only a scale adjustment, as suggested by Zargosky (1998). From the above it seems likely that this index remains a reliable measure of job vacancies at least up to the end of 1997, but probably not much beyond that point. Thus the years 1998–2000 are dropped in the work presented here. After 2000 the JOLTS data are used to measure the number of vacancies.

Figure 4.1 presents a plot of the vacancy rate (vacant jobs over labor force) versus the unemployment rate from 1954 to 1997 and from 2001 to 2007. Two things are apparent in the graph. First, the Beveridge curve is by no means a stable trade-off. The same vacancy rate was associated with a much higher rate of unemployment in the 1980s than in the
1950s and 1960s. The trade-off in the 1990s and 2000s seems to have improved notably. Starting with Abraham (1987) several authors have offered theories to explain these movements (Cohen, Dickens, and Posen 2001; Valletta 2006).

While the trade-off moves around quite a bit, there do appear to be long periods in which the relationship is relatively stable. From 1958 through 1970 the vacancy and unemployment rates move back and forth in a relatively tight band. There is a similar period from about 1975 through 1986, then another from 1989 to 1997, and then again starting in 2001. The relationship between vacancies and unemployment over these different periods looks remarkably similar. As a result, detecting the magnitude and timing of shifts in the position of the relationship is relatively easy.

If these changes do reflect changes in the efficiency of the functioning of the labor market then these should correspond to large changes in the NAIRU. This possibility provides the point of departure for this paper. What is needed is a theory to guide the measurement of the movements in the vacancy-unemployment relationship and to translate it into movements in the NAIRU.
2. The Model

The model is an extension of Blanchard and Diamond’s (1989) continuous-time labor market model modified to yield a NAIRU. Each firm in the economy hires one worker and faces a nominal price for its product at time $t$, the natural log of which for firm $i$ is denoted

$$ p_i(t) = p(t) + z_i(t), $$

where $p(t)$ is the natural log of the aggregate price level at time $t$ and $z_i(t)$ is the natural log of the real price entrepreneur $i$ faces. While $p(t)$ changes continuously, the values $z_i(t)$ change in jumps that take place at a rate $s$. When these change, a new $z_i(t)$ is drawn from a uniform distribution with support on the interval $[a,b]$.

Firms know that the natural log of their real costs for production (including the expected amortized cost of capital) will be $w$, where $(a < w < 0 < b)$, but they do not know the current price level. Thus they do not know the real profits they will be able to make should they choose to produce. Before this information is revealed they must make an irreversible purchase of capital (though they do not have to pay for the capital until it is delivered, and delivery can be delayed till a worker is hired if this is a new firm). Thus, both currently active firms and new firms will decide to produce when faced with a new price if

$$ p_i(t) - [p(t) + e(t)] = z_i(t) - e(t) > w, $$

where $e(t)$ is the error in their perception of the log of the current price level common to all entrepreneurs and, thus, the term in brackets is their perception of the log of price level at time $t$. Active firms (those who currently employ a worker) can continue employing the same worker once the new capital investment is made. New firms must post a vacancy and wait to find a worker before they can begin producing.

If we now assume that $b - a = 1$, then a fraction

$$ F = \min (1, \max([(1 - w) - e(t)],0)) $$

of active firms facing new prices will choose to continue to operate and a fraction $1 - F$ will cease to operate. A fraction $F$ of new firms will choose to post a vacancy while $1 - F$ choose not to post a vacancy and dissolve, as do operating firms that receive a new price and decide not to operate.
It is assumed that the capital cost is sufficiently large relative to the largest possible error in perception that true real prices will never be less than variable costs. Thus, firms that decide to post a vacancy or operate will continue to do so at least until they receive a new price, even if they have underestimated the real price as they are still covering a fraction of the cost of capital.

It is next assumed that unemployed workers are matched with vacant jobs at a rate $M(U,V)$, where $U$ and $V$ are the number of unemployed workers and vacancies respectively. $M$ is assumed to be homogenous degree 1 with $dM/dU > 0$ and $dM/dV > 0$. The labor force contains $L$ workers so that the equations of motion for the vacancy rate and the unemployment rate are given by

$$dV = cgJ^*F - cV(1 - F) - M(U,V)$$

and

$$dU = c(L - U)(1 - F) - M(U,V).$$

New potential firms are created at a rate $cgJ^*$, where $c$ is the constant rate at which old firms receive new prices, and $g$ and $J^*$ are constants to be defined later. New vacancies are thus created at the rate $cgJ^*F$ (the first term in equation 4). Vacancies disappear when workers are matched to those vacancies (the last term in equation 4) or when a firm with a posted vacancy receives a new price perceived as being too low to be profitable (the second term in equation 4). Workers become unemployed when their firm receives a new price that is perceived to be unprofitable (the first term in equation 5) and leave unemployment when matched with a job (the second term in equation 5).

A permanent increase in $F$ will cause a permanent increase in the number of vacancies and a decline in the number of unemployed, while a decline will have the opposite effects. Following Blanchard and Diamond (1989), this equilibrium locus is defined as the Beveridge curve. The equation that defines it implicitly can be found by setting $dV$ and $dU$ to zero and substituting $F$ out of (4) and (5). Doing this and dividing by the number of workers in the labor force squared, $L^2$, yields

$$1 - u = \frac{[1 + j/(g J^*)]}{m(u,v)} / c,$$

where lowercase letters denote the value of their uppercase counterpart divided by $L$ and $j = v + 1 - u$, or the ratio of jobs to workers.
The long-run equilibrium of the model is defined as the values of \( v \) and \( u \) that are obtained when \( e(t) = 0 \). Since the right-hand sides of both (4) and (5) must equal zero in equilibrium, if we set them equal to each other we see that equilibrium also implies \( j(1 - F) = g j^* F \). So if we normalize \( j^* \) to equal the equilibrium value of \( j \) we get that \( g = (1 - F)/F \), which in equilibrium equals \( w/(1 - w) \). Thus, the term in brackets in equation (6) becomes \( 1/w \). Note also that in equilibrium if \( v + 1 - u = j^* \) then

\[
(7) \quad v = (j^* - 1) + u.
\]

Together (6) and (7) determine the long-run equilibrium values of \( v \) and \( u \)—the latter being the NAIRU.

Figure 4.2 plots examples of equation (6) and equation (7) showing how the NAIRU is derived. Equation (6) has the familiar convex shape associated with the Beveridge curve.5 Equation (7) is a 45-degree line, the intercept of which is equal to the excess of the vacancy rate over the unemployment rate in equilibrium (i.e., \( j^* - 1 \)).

3. Estimating the Vacancy-Unemployment Relationship

To obtain a Beveridge curve equation that can be estimated, equation (6) must be linearized in logs. Approximating \( m(v,u) = A(t) v^b u^{1-b} \), (6) can be rewritten as

\[
(6') \quad \ln \left( \frac{1-u}{u} \right) = \ln(A(t) / c) + b \ln(v / u) + \ln \left[ 1 + \frac{j}{g j^*} \right].
\]

Treating the last term as an error term yields the Beveridge equation to be estimated

\[
(6'') \quad \ln \left( \frac{1-u_i}{u_i} \right) = A'_i + b \ln(v_i / u_i) + \mu_i,
\]

where \( A'_i \) is an appropriately scaled time-varying parameter that reflects changes in the efficiency of the matching process. The final term, the log of one plus the ratio of jobs to the number of jobs in equilibrium divided by \( g \), should vary only very slightly compared to the log of the ratio of the vacancy to the unemployment rate.
Although equation (6") specifies a single variable linear relationship between $\ln((1 - u)/u)$ and $\ln(v/u)$, it cannot be estimated directly with ordinary least squares. The $A'(t)$ term is time-varying, and from inspection of figure 4.1 there is good reason to believe that the variation in that term would be correlated with the $v/u$ ratio. It would bias the estimates of the coefficient of $\ln(v/u)$ if the time-varying component of $A'(t)$ was treated as a component of the regression error term. Further, the ratio of jobs to the number of jobs in equilibrium will be positively correlated with $\ln(v/u)$, which will tend to bias the estimate of the coefficient of $\ln(v/u)$ downward (though probably only slightly).

From figure 4.1 it appears that the variation in $A'$ is at a much lower frequency than the movement along the Beveridge curve that is reflected in the co-movement of $\ln((1 - u)/u)$ and $\ln(v/u)$. Three different approaches are taken to removing this low frequency variation. First, equation (6") is estimated using only subperiods where the $v - u$ relationship seems stable based on inspection of figure 4.1. Second, the low frequency variation is filtered out of the data and the model estimated only on the filtered data. Finally, both the left- and right-hand sides of (6") are first differenced.
With the low frequency variation in $A'$ removed, the relationship in (6") should fit well if the approximations used to construct it are good.

In fact, the relationship between the high frequency variation in the left- and right-hand sides of equation (6") are remarkably well described by a simple linear relationship as can be seen in figure 4.3. In the bottom panel, the differenced data are plotted against each other. In the top panel data that have been passed through a 25-quarter centered moving average filter are plotted against each other. In this case an unemployment rate that has been age-adjusted, as in Shimer (1999), is used rather than the total unemployment rate. The $R^2$s for both regressions are .90 or higher as the observations are tightly packed around a line with a slope that is only slightly larger than .50—the value one would expect if unemployed workers and job vacancies had the same impact on the matching rate.

Nor are these two relationships atypical. Table 4.1 presents 32 different estimates of the coefficient of $\ln(v/u)$ using two different measures of unemployment (age-adjusted unemployment on the top half and total unemployment on the bottom half) and a number of different methods to remove the low-frequency variation. The instrumental variables (IV) estimates are constructed using four lagged values of the log of the vacancy rate. All of the estimated values of $b$ fall in the interval from .45 to .56 and all are precisely estimated. It is also worth noting that the IV estimates do not vary much from the ordinary least square estimates. There is simply too little error in the relationship for endogeneity of the right-hand-side variable to matter.

4. Joint Estimation of the Phillips and Beveridge Curves

The estimation done in this section proceeds under the assumption that a single unobserved factor moves both the equilibrium ratio of jobs to workers ($j^*$) and the constant $A'(t)$ in the Beveridge curve, and that the relationship is deterministic. If both are arbitrary functions of that unobservable variable, equation (7) is substituted into equation (6), and $j$ is set equal to $j^*$ (as it is by definition in equilibrium). Equation (6) implicitly defines the NAIRU as a function of the unobservable driver. Inverting that function, linearizing it, and substituting it for the unobservable in
Filtering Model 25-Quarter Moving Average Using Age-Adjusted Unemployment

\[ R^2 = 0.97, \ b = 0.53 \]

First Difference Model, no constant, Using Total Employment

\[ R^2 = 0.902, \ b = 0.542 \]

Figure 4.3
Two Examples of Model Fit

Source: Author’s computations.

Table 4.1
Alternative Estimates of the Vacancy-Unemployment Relationship

<table>
<thead>
<tr>
<th></th>
<th>First Difference</th>
<th>Filtered (two-sided MA)</th>
<th>Stable Time Periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age-adjusted Unemployment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS Coef</td>
<td>0.53</td>
<td>0.53</td>
<td>0.54</td>
</tr>
<tr>
<td>std. error</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>IV Coef</td>
<td>0.56</td>
<td>0.56</td>
<td>0.54</td>
</tr>
<tr>
<td>std. error</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Total Unemployment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS Coef</td>
<td>0.54</td>
<td>0.54</td>
<td>0.55</td>
</tr>
<tr>
<td>std. error</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>IV Coef</td>
<td>0.56</td>
<td>0.56</td>
<td>0.55</td>
</tr>
<tr>
<td>std. error</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>


The instrumental variables used are 4 lags of the vacancy rate for the Stable Time Period Regressions, 4 lags of the change in the vacancy rate are used for the first-difference regressions and 4 lags of the filtered vacancy rate for the filtered regressions.

Source: Author’s computations.
the determination of $A'(t)$ yields the Beveridge curve equation to be estimated

\begin{equation}
\ln \left( \frac{1-u_t}{u_t} \right) = A'' - a u_t^* + b' \ln(v_t / u_t) + \mu_t,
\end{equation}

where $u^*$ is the NAIRU, which is unobservable.

A standard price-price Phillips curve is also estimated of the form

\begin{equation}
\pi_t = \sum_{i=S_u}^{L_u} c_i (u_t^* - u_{t-i}) + \sum_{i=1}^{L_{inf}} d_i \pi_{t-i} + x_t b + \epsilon_t,
\end{equation}

where $\pi_t$ is inflation in quarter $t$, $L_u$ and $L_{inf}$ are the number of lags of unemployment and inflation included respectively, $S_u$ is either 0 or 1 depending on whether contemporaneous unemployment is included in the equation, $x_t$ is a vector of dummy variables capturing supply shocks, and $b$ is a conforming vector of coefficients. The coefficients $d_i$ are constrained to sum to 1 so that $u^*$ can be interpreted as the NAIRU in the absence of any observed supply shocks.

It is assumed that the NAIRU $u^*$ evolves as a random walk with an innovation that is independent of the innovations in equations (8) and (9). To identify the model it is further assumed that $\text{cov}(\mu_t, \epsilon_t) = 0$ so that the only source of correlation between the unobservables in equations (9) and (10) is the common NAIRU.

The model is estimated using a Kalman filter. The constraint that the NAIRU must have the same coefficient as the unemployment rate in the Phillips curve, and the restriction on the covariances of the error terms, are adequate to completely identify all the model parameters. The approach used here is similar to that taken by Basistha and Startz (2008) to estimating the NAIRU with multiple indicators.

Table 4.2 presents six different estimates of the Beveridge curve-Phillips curve model. The first column presents a specification using data from 1955:Q1 to 1997:Q4 and from 2001:Q1 to 2008:Q3 using the Consumer Price Index (CPI) as the inflation measure, and the civilian unemployment rate as the unemployment measure. Included in the Phillips curve equation are contemporaneous unemployment, twelve lags of the inflation rate, and three lags of the unemployment rate. All the parameters of the model are estimated with a fair degree of precision and
Table 4.2
Kalman Filter Estimates of Beveridge Curve-Phillips Curve System and Ordinary Least Squares Phillips Curve with Kalman NAIRU

<table>
<thead>
<tr>
<th>Parameter</th>
<th>55–97</th>
<th>60–95</th>
<th>55–96</th>
<th>55–97</th>
<th>60–95</th>
<th>65–96</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>01–08</td>
<td>01–08</td>
<td>01–08</td>
<td>01–08</td>
<td>01–08</td>
<td></td>
</tr>
<tr>
<td>12 lags</td>
<td>4 lags</td>
<td>8 lags</td>
<td>12 lags</td>
<td>8 lags</td>
<td>12 lags</td>
<td></td>
</tr>
<tr>
<td>CPI</td>
<td>GDP</td>
<td>GDP</td>
<td>CPI</td>
<td>GDP</td>
<td>CPI</td>
<td></td>
</tr>
<tr>
<td>unemp. +</td>
<td>consumption</td>
<td>deflator</td>
<td>unemp. +</td>
<td>consumption</td>
<td>deflator</td>
<td>4 lags</td>
</tr>
<tr>
<td>3 lags</td>
<td>2 lags</td>
<td>unemp.</td>
<td>3 lags</td>
<td>2 lags</td>
<td>unemp.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phillips curve</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sum coefficient</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>unemployment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average**</td>
<td>1.5E–7</td>
<td>3E–8</td>
<td>3E–7</td>
<td>0*</td>
<td>0*</td>
<td>0*</td>
</tr>
<tr>
<td>Kalman gain</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beveridge Curve</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>4.57</td>
<td>4.14</td>
<td>4.59</td>
<td>4.56</td>
<td>4.22</td>
<td>3.96</td>
</tr>
<tr>
<td></td>
<td>(.38)</td>
<td>(.21)</td>
<td>(.42)</td>
<td>(.37)</td>
<td>(.27)</td>
<td>(.43)</td>
</tr>
<tr>
<td>NAIRU</td>
<td>−19.9</td>
<td>−13.4</td>
<td>−20.4</td>
<td>−19.8</td>
<td>−14.8</td>
<td>−10.7</td>
</tr>
<tr>
<td></td>
<td>(6.2)</td>
<td>(3.5)</td>
<td>(6.9)</td>
<td>(6.1)</td>
<td>(4.5)</td>
<td>(6.6)</td>
</tr>
<tr>
<td>Ln(v/u)</td>
<td>.52</td>
<td>.50</td>
<td>.52</td>
<td>.51</td>
<td>.50</td>
<td>.50</td>
</tr>
<tr>
<td></td>
<td>(.01)</td>
<td>(.01)</td>
<td>(.01)</td>
<td>(.01)</td>
<td>(.01)</td>
<td>(.01)</td>
</tr>
<tr>
<td>Post-2000 dummy</td>
<td>−.20</td>
<td>−.09</td>
<td>−.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average**</td>
<td>−.059</td>
<td>−.080</td>
<td>−.057</td>
<td>−.057</td>
<td>−.080</td>
<td>−.051</td>
</tr>
<tr>
<td>Kalman gain</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s.d. NAIRU innovation</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>(.0003)</td>
<td>(.0003)</td>
<td>(.0004)</td>
<td>(.0003)</td>
<td>(.0003)</td>
<td>(.0009)</td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>1063.3</td>
<td>1029.5</td>
<td>951.4</td>
<td>1060.7</td>
<td>783.6</td>
<td>732.4</td>
</tr>
</tbody>
</table>

Source: Author’s computations.

Standard errors in parenthesis, significance levels in square brackets.
* Constrained to zero by assumption that Beveridge curve error variance equals zero.
** Average across all time periods.
the coefficient on ln(v/u) is very precisely estimated and falls in the same narrow range as the single equation estimates. The unobserved NAIRU variable enters the Beveridge curve equation with a very precisely estimated coefficient.

The help-wanted index is used to estimate the vacancy series during the earlier period and the JOLTS survey during the latter period. Can the same model fit both periods? Originally the model was estimated with a dummy variable for the latter period in the Beveridge curve and interactions between that dummy and the NAIRU and between the dummy and ln(v/u). Neither of the interactions was statistically significant individually or jointly in any specification tried, so these were dropped from the model with virtually no impact on any other model parameters. Only the dummy variable supplementing the intercept was retained.

The most interesting result in column 1 is the relative magnitude of the Kalman gain for the Phillips curve and Beveridge curve residuals. The Kalman filter model constructs the NAIRU as a weighted average of the residuals of the two equations plus the previous period’s estimate of the NAIRU. The Kalman gain is the weight put on each of the two residuals. Given the estimated parameters, the residuals of the Phillips curve play virtually no role in constructing the NAIRU, while those of the Beveridge curve play a major role. The estimated variance of the Beveridge curve innovation (μt) is so close to zero that the model identifies the NAIRU as being nearly exactly proportional to the difference between the left-hand side of equation (8) and the constant plus b ln(v/u). This result is not unique to the model in the first column. In every specification presented—in fact, in every one of the several dozen specifications tried—the model chose to equate the NAIRU with the Beveridge curve residual nearly exactly. Thus the right three columns of the table present three specifications with the constraint that the Beveridge curve residual is exactly proportional to the NAIRU. The first of these replicates the specification in the first column. Comparing the results in the first and third columns shows what little effect the constraint has on the estimated coefficients.

That the Phillips curve residuals are seen as uninformative with respect to the magnitude of the model NAIRU might indicate that what is being measured is not a NAIRU, but simply the time variation in the inter-
cept of the Beveridge curve. On the other hand, it could be that the time variation in the intercept of the Beveridge curve very precisely measures movements in the NAIRU so that information from Phillips curve residuals is superfluous. We saw in table 4.1 and figure 4.3 just how well the Beveridge curve fits. There is no straightforward test of whether the model’s NAIRU matters for explaining inflation, since it must be assumed that the coefficient on the unemployment rate is the same as the coefficient on the NAIRU for identification. However, once the variance of the Beveridge curve innovation is restricted to zero, so that the Beveridge curve residual is assumed to be proportional to the NAIRU, a constant and a separate coefficient for the NAIRU can be added to the Phillips curve. The bottom three lines of table 4.2 show the results of doing this for the six specifications presented there. If the Kalman filter model is correct then the constant term in the Phillips curve should equal zero, and the coefficient on the NAIRU should equal 1. In none of the six specifications can either hypothesis be rejected individually or jointly. Further, in most of the specifications presented the hypothesis that the coefficient on the NAIRU is equal to zero can be rejected at the .10 level or better in a one-tailed test.

When models with every possible combination of inflation measure (CPI, CPI-core, GDP deflator, GDP consumption deflator), inflation lag structure, and unemployment lag structure were estimated, the results were remarkably consistent. There were 159 specifications that could not be rejected as being overly constrained compared to the specification in column one of table 4.2. Of those, there was not one in which the hypotheses that the constant was equal to zero or the coefficient on the NAIRU is equal to one could be rejected individually or jointly at the .10 level (two-tailed test). Yet in 92 of the 159 specifications, the hypothesis that the coefficient on the NAIRU is zero was rejected at the .05 level and at the .10 level in 150 specifications (one-tailed test).

The results aren’t quite as good when the model is estimated with age-adjusted unemployment. There are 169 specifications that cannot be rejected when compared to one with 12 lags of inflation, contemporaneous unemployment, and 4 lags of unemployment. Once again, there is not a single specification where the hypothesis that the constant in the Phillips curve equals zero or the hypothesis that the coefficient on the
NAIRU equals 1 can be rejected at the .10 level individually or jointly. However, there are only 43 specifications where the hypothesis that the coefficient on the NAIRU is zero can be rejected at the .10 level and only 9 where it can be rejected at the .05 level. Perhaps once the variation in the NAIRU due to the age structure of the population is taken into account by adjusting the unemployment rate there is little additional information in the Beveridge curve residuals. On the other hand, the Beveridge curve model might be considered misspecified when age-adjusted unemployment is used, since the vacancy rate hasn’t been similarly adjusted.

It appears that the low frequency movements in the Beveridge curve probably belong in the Phillips curve as an indicator of variation in the NAIRU—at least if unadjusted unemployment is used. The next question is whether there is any more variation in the NAIRU than the variation due to labor market efficiency reflected in the Beveridge curve residuals. With the constraint that there is no innovation in the Beveridge curve, it is possible to estimate a model with two unobservables so that the NAIRU is the sum of the Beveridge curve residual and a filtered version of the Phillips curve residual. When this model is estimated in any of a wide range of specifications the likelihood is maximized when the variance of the innovation in the Phillips curve NAIRU is zero. Thus the hypothesis that there is nothing more to variation in the NAIRU than that captured by the Beveridge curve residual cannot be rejected.

How does the standard time-varying NAIRU estimated using only the Phillips curve compare to the Beveridge curve based NAIRU? Figure 4.4 presents examples of both. The gray line in figure 4.4 depicts the NAIRU derived from the Beveridge curve model from column 1 of table 4.2. The heavy black line in figure 4.4 depicts a NAIRU estimated using only the residuals of a Phillips curve with the same specification as that used to estimate the combined Beveridge curve-Phillips curve model. The two are similar in many respects. Except for a short period in the late 1960s to early 1970s, and the lack of a bulge in the Phillips curve NAIRU in the mid-1980s, the two track each other fairly closely. When the unemployment rate was high relative to the job vacancy rate it was also high relative to the inflation rate.

If the Beveridge curve and the Phillips curve NAIRU look similar, what is the advantage of the latter? Confidence intervals for both series
were constructed for the two models in figure 4.4 that take account of both forecast and parametric uncertainty by computing 10,000 Monte Carlo trials. Despite the Beveridge curve model having several additional parameters, the 90-percent confidence intervals for the Phillips curve NAIRU were about 40 percent larger on average. Other specifications for the two models yielded similar results—the Beveridge curve-based NAIRU had narrower confidence intervals in every specification tried.

The very precise and similar estimates of the Beveridge curve series across many different specifications, along with the narrow confidence intervals on the computed NAIRU series, suggests that there should be considerably more certainty about the position of the Beveridge curve NAIRU than there is about NAIRUs estimated from the Phillips curve alone. This is somewhat true. Figure 4.5 presents the average value of the Beveridge curve NAIRU estimated across the 159 specifications using total unemployment. The specifications varied the lags of unemployment and inflation and the inflation measure as described above. Also plotted in figure 4.5 are the minimum and maximum values in each quar-

Figure 4.4
Phillips Curve and Beveridge Curve NAIRU
Source: Author’s computations.
ter of the 90-percent confidence intervals for the NAIRU computed for each of the 159 specifications. The bounds were estimated by simulating parametric and forecast uncertainty with 10,000 Monte Carlo trials each.

Allowing for forecast, specification, and parametric uncertainty, as the bounds in figure 4.5 do, considerable uncertainty about the position of the NAIRU at any given time remains. This is particularly true at the moment because the switch from the help-wanted series to the JOLTS series adds substantially to uncertainty. Still, the results reported here improve on estimates based on only the Phillips curve in at least one dimension—there is little uncertainty about the timing of major changes in the NAIRU. All estimates show a substantial rise in the NAIRU during the 1970s and a decline in the late 1980s and early 1990s. While NAIRU values much above 6 percent can be ruled out during the 1960s and the mid-to-late 1990s, values less than that can be ruled out for the decade starting in 1978. This provides more guidance to policymakers than past estimates.

Figure 4.5
NAIRU with Upper and Lower Bounds
Source: Author’s computations.
5. Conclusion

This paper has presented a new method for estimating time variation in the NAIRU using the vacancy-unemployment relationship. A simple theory of this relationship based on a matching model suggests equations that do an uncannily good job of fitting transformed vacancy and unemployment data. When the Beveridge curve model is estimated simultaneously with a Phillips curve, the parameter estimates for both equations are reasonable and the parameters of the Beveridge curve are estimated with particular accuracy. The estimates suggest that the NAIRU is nearly exactly proportional to the residual in the Beveridge curve. When this constraint is imposed it is possible to test whether the Beveridge curve residuals help explain inflation. In the 328 specifications tried, there were none in which the hypothesis that the scaled Beveridge curve residual was the NAIRU could be rejected. The hypothesis that the Beveridge curve residual did not help explain inflation could be rejected at least at the .10 level in nearly all specifications using the total unemployment rate and many where age-adjusted unemployment was used. A model augmented with a time-varying NAIRU estimated as the sum of the scaled Beveridge curve residual plus a filtered version of the Phillips curve error was estimated. The hypothesis that the filtered Phillips curve error did not help forecast inflation could not be rejected and the resulting NAIRU series differed little from the Beveridge curve residual alone. A standard Phillips curve NAIRU resembles the Beveridge curve NAIRU in the timing of its movements, which validates the theory on which both the Beveridge curve and the Phills curve NAIRU are based. However, estimates of the Beveridge curve NAIRU are more precise.

Despite the very precise estimates of the parameters of the Beveridge curve, when forecast, specification, and parametric uncertainty are taken into account, the data are consistent with a fairly wide range of values for the NAIRU at each point in time. This is particularly true since 2001, when the JOLTS vacancy rate series replaces the help-wanted series. Still, there appears to be considerable information in the Beveridge curve model about movements in the NAIRU. Estimated NAIRU series differ in the magnitude of the fluctuations, but hardly at all in their average value or the timing of the fluctuations. Further, as we get more experience
with the JOLTS vacancy series, uncertainty about the current NAIRU will decline since the increased uncertainty post-2000 is due entirely to uncertainty about the magnitude of the post-2000 dummy variable in the Beveridge curve.

I would like to thank Vania Stavrakeva for her excellent research assistance and Robert Valletta for the use of his age-adjusted unemployment series. I would also like to thank the Brookings Institution and the Russell Sage Foundation for research support. This paper further develops work I did with Jessica Cohen and Adam Posen on Beveridge curve shifts (Cohen, Dickens, and Posen 2001). A conversation with Jim Stock was helpful in thinking through identification issues and Richard Startz pointed out a problem with the model and made several helpful comments about presentation. I would also like to thank Olivier Blanchard for comments on an earlier draft of the paper and for pointing me toward two conference papers he wrote in the late 1980s that took a very similar approach to the one taken here. This paper differs from those in the way the Beveridge curve is estimated, the joint estimation of the Phillips curve and Beveridge curve, and its focus on estimating a time-varying NAIRU.

Notes

1. In these papers only the constant term, or the NAIRU, was allowed to vary. When Brainard and Perry (2000) estimated Phillips curves allowing all parameters to vary they found that the constant and the coefficient on unemployment were relatively stable (and thus so was the NAIRU). Instead they explained the different behavior of inflation over the decades by variation in the sum of the coefficients on lagged inflation.

2. See, for example, the results in Staiger, Stock, and Watson (1997) or compare figures 3 and 4 in Gordon (1997).

3. Where the aggregate price level is the geometric average of all prices in the economy.

4. In a departure from Blanchard and Diamond (1989), quits and layoffs are both assumed to arise from the breakdown of a match, which is signified by the arrival of a new price for the entrepreneur.

5. The figure assumes a log-linear matching function with constant returns to scale and equal weight on vacancies and unemployment.
6. Using either the level, the filtered value, or first differences corresponding to the treatment of the variables in the specification being estimated.

7. In fact, in all of the dozens of specifications tried the variance of the Beveridge curve residual was estimated to be slightly negative. This is possible because the variance is scaled and then added to the forecast error variance due to the innovation in the NAIRU so that the total forecast error variance remains positive. The slight negative value was often statistically significantly different from zero, a result that suggests that the assumptions about the innovations are not exactly correct. In fact, the small positive auto-correlation (about .25 in specifications where it was inspected) in the estimated changes in the NAIRU could explain this.

8. In general the likelihood function for the Kalman filter model for the Philips curve NAIRU pushed the variance of the innovation of the NAIRU to zero so that value was fixed in order to compute the NAIRU shown in figure 4.4. The variance of the innovation was chosen so that the Beveridge curve and Phillips curve NAIRUs had the same variance.
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Dickens’s paper offers a promising strategy to identify shifts in the natural rate of unemployment by looking jointly at the Beveridge curve and the Phillips curve. In my comments, I want to do two things. First, sketch the conceptual framework that allows one to extract information about the natural rate of unemployment from the Beveridge curve and the Phillips curve, and the factors behind its movement. I believe this is the framework that underpins Dickens’s analysis; all I want to do is to make it more transparent. Second, bring the framework to the U.S. data. The answers one gets from this exercise are surprisingly clear-cut and, I think, interesting, as they do not conform to my (and I suspect your) priors. This is, of course, just a first look at the data, but it shows how useful this approach can potentially be for thinking about changes in the natural rate of unemployment.

The theoretical framework can be characterized simply by two equations. The first equation is a relation between the flow into unemployment and the flow out of unemployment and back to employment:

\[ s(1-u) = m f(u, v) . \]

Equilibrium in the labor market is characterized by the equality of separations and hires. The left side of the equation captures separations, where \( s \) is the separation rate and \( u \) is unemployment normalized by the labor force. The right side of equation (1) captures hires, and is given by a matching function, whose output is a flow of new hires. The function matches unemployed workers with vacancies, \( v \). The function is increasing in \( u \) and \( v \), while \( m \) is a scale parameter denoting the efficiency of the matching process. Equation (1) describes a negative relation between
unemployment and job vacancies—the Beveridge curve. The position along the Beveridge curve is related to the state of the business cycle. Recessions are periods when many unemployed workers are pursuing few vacancies. Conversely, in a tight labor market, which is generally associated with high labor demand, more vacancies are searching among fewer unemployed workers.

For our purposes, we are interested not so much in movements along the Beveridge curve, but in the factors that lead to shifts in the curve. Given the way equation (1) is written, shifts in the curve arise from two sources. The first is a change in $s$. A decrease in the separation rate means lower flows through unemployment. This could result from less labor market reallocation and/or more relative flows directly from employment (or entrance into the labor force) to employment. The latter case could be the result, for example, of temporary employment agencies now making it possible for workers to transition from one job to another without becoming unemployed in the process. A lower $s$, for a given amount of vacancies, implies less unemployment, and thus a shift of the Beveridge curve inward. The other source of shifts in the curve is a change in $m$, the efficiency of matching. It reasonable to think that in recent years the technology for matching workers and jobs has become better, so that not as many workers or as many vacancies are needed to generate a certain flow of hires. The advent of Monster.com is an obvious example. Improvements in matching efficiency shift the Beveridge curve inward.

The second equation in the framework determines wages. The relationship says that the wage firms can offer must be equal to the wage implied by bargaining:

$$\bar{w} = w\left(\frac{v}{u}, z\right).$$

The left side of the equation denotes the wage that is consistent with normal profits. The right side of the equation is a wage function that can be derived in the context of a wage bargaining model where the surplus from matching a firm and a worker is shared in some proportion (see, for example, Pissarides 1985). According to this function, the labor market variable that matters in determining the outcome of wage bargaining is the ratio of vacancies to unemployment, $v/u$. This ratio determines the
bargaining power that each party possesses. A high \( v/u \) indicates that workers’ bargaining strength is high relative to firms’, and this yields a higher wage rate. The wage-determination function is thus increasing in \( v/u \). For given \( \bar{w} \) and \( z \), equation (2) describes a positive linear relationship between \( v \) and \( u \). The parameter \( z \) summarizes the factors that affect bargaining, which may arise from the presence of unions or other institutional features pertaining to the labor market that influence the bargaining power of workers relative to firms.

Equation (2) abstracts from the presence of nominal rigidities. Wage dynamics, however, can be introduced in (2) to yield a Phillips curve specification that relates wage inflation, price inflation, \( v/u \), and \( z \). Movements in \( z \) will shift the Phillips curve relationship. Increasing globalization, to the extent that it reduces the bargaining power of workers, will shift the Phillips curve inward in the \((u, w)\) space.

Using equations (1) and (2), it is possible to derive the steady-state equilibrium levels of \( u \) and \( v \). In particular, the natural rate of unemployment can be written as:

\[
(3) \quad u^* = u^*(s, m, z).
\]

The natural rate of unemployment is a function of the separation rate, the efficiency of the matching process, and the factors that affect the bargaining power of workers. From equation (3), it is evident that we cannot obtain an estimate of the natural rate of unemployment by estimating either the Beveridge curve or the Phillips curve alone. Both the Beveridge curve and the Phillips curve are needed to back out \( s, m, \) and \( z \), the three factors that affect \( u^* \). This simple framework thus illustrates why the strategy pursued in Dickens’s paper to estimate the natural rate of unemployment is potentially a good one: estimation of both the Beveridge curve and the Phillips curve can capture the three factors influencing the natural rate of unemployment.

Having laid the framework for thinking about movements in the natural rate of unemployment in the context of the Beveridge curve and the Phillips curve, I will now bring this framework to the data. The first observation that I would like to make, which I think is not controversial, is that low frequency movements in the unemployment rate strongly suggest a decline in the natural rate of unemployment since the late 1980s,
by a magnitude of at least 1 percentage point. The question is then what accounts for the decline in the natural rate of unemployment. Is it movements in $s$, $m$, or $z$? As documented in Dickens’s paper, the Beveridge curve has shifted noticeably inward after a transition period in the late 1980s. This inward shift in the Beveridge curve points to $s$ and $m$, and not to $z$—the Phillips curve shifter—as potentially important factors in lowering the natural rate of unemployment. Is it possible to assess the independent contribution of $s$ and $m$ to the decline in $u^*$? The answer to this question is relatively straightforward. We can observe the separation rate $s$ directly in the data. An estimate of $m$ can be obtained from estimating a matching function, as in Blanchard and Diamond (1989, 1991). Performing this exercise, it becomes apparent that a lot of the action is coming from the separation rate, which has declined noticeably since the late 1980s. This is shown in figure 4.6, which plots a time series for the separation rate from employment and for the unemployment rate, using Bureau of Labor Statistics data. The separation rate includes separations from employment to unemployment, from employment to out of the labor force, and from employment to employment.

![Figure 4.6](image_url)

**Figure 4.6**
The Unemployment Rate and the Separation Rate from Employment, 1970–2004

*Source:* Author’s computations from Bureau of Labor Statistics data.

*Note:* Shaded areas show NBER-dated recessions.
The sharp decline in the separation rate suggests that it played a prominent role in the decline of the natural rate of unemployment. Note that the picture shows that it has declined from a monthly 3 percent rate to about 2.5 percent—a 15 percent decline. This is roughly the same decline that seems to have occurred for the natural rate of unemployment, which is usually estimated to have declined from 6 percent to about 5 percent, approximately a 15 percent decline. In sum, to a close approximation, it appears that the decline in the natural rate of unemployment can be explained entirely by a decline in the separation rate. Changes in matching efficiency and in the bargaining power of workers—with this last factor being my prior as the most likely explanation for a decline in $u^*$—do not appear to account for an important part of the story.

The next step, which goes beyond the scope of Dickens’s paper but is nonetheless an important issue, is to understand what lies behind the decline in the separation rate. Lower worker flows could be the result of demographics. An older labor force is less inclined to move among jobs. This would result in lower worker flows even in an environment in which job flows are approximately given. But it is possible to look directly at job flows, and here we see that the decline in worker flows is not just due to demographics, as figure 4.7 shows. There has been a decline in job creation and in job destruction; that is, the amount of job reallocation in the U.S. economy has fallen. This decline does not explain entirely the decline in worker flows, but roughly two-thirds of it. Still, the reasons why churning in the labor market has decreased remain to be investigated. More wage flexibility, better inventory control, and more integrated chains of production could have contributed to the decline in job creation and job destruction.

In sum, Dickens’s paper outlines a promising approach, and I hope that my comments have highlighted the usefulness of this approach to both estimating the natural rate of unemployment and discriminating among different reasons for movements in the natural rate of unemployment. The implementation of this approach to U.S. data delivers clear leads, in that it downplays decreases in the bargaining power of workers and more efficient firm-worker matching as explanations for a lower natural rate of unemployment. Somewhat surprisingly, the data point to lower worker flows, and in turn to lower job flows as the most important factor affect-
What lies behind the decrease in job flows remains an open issue that we need to address. But at least we know what to look for, and how to interpret it.
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It is fitting that there should be a paper on the Beveridge curve at this conference. Like the Phillips article, the original paper on the Beveridge curve was also published in 1958, by Dow and Dicks-Mireaux in *Oxford Economic Papers*. The article was mainly about measurement and made the case for a good correlation between vacancies and unemployment, using British historical data. It offered no theory. It launched a literature, known as “UV-analysis,” on the measurement of vacancies and unemployment and on their relation to excess demand in the labor market. It was concerned with the problem of finding how much unemployment can be reduced with Keynesian demand management policy, given the frictions in the labor market, and in this sense it was a precursor of the later critiques of the Phillips curve. Lipsey (1965) brought the Phillips curve and UV-analysis together, in a paper that addressed many of the issues addressed in Bill Dickens’s paper.

Commenting on this paper has become, in Dickens’s words, an attempt to hit a “moving target.” In order to avoid writing a comment that may turn out to be irrelevant I have therefore decided to comment less directly on what Bill says, and focus instead on the problem that he has posed and discuss some thoughts on how to go about modeling it.

Dickens suggests using information derived from the Beveridge curve to calculate changes in the NAIRU. I totally agree with this objective—ever since its inception, the Beveridge curve has been used to classify reasons for changes in unemployment. These exercises were a precursor to his task. Dickens’s question can be rephrased to the question, did unemployment between \( t \) and \( t + 1 \) change because of a change in the NAIRU,
or because of nominal shocks? Or, more generally, did unemployment change because of a real shock or because of a nominal shock?

Distinguishing between changes in the NAIRU and other changes in unemployment requires two equations. One is the Beveridge curve, which is an equilibrium equation that summarizes the speed of structural change and the frictions in the labor market. The other equation is essentially an equation for the demand for labor. In my view, the best way to think about the Beveridge curve is in terms of the flows in and out of unemployment. By definition, the change in unemployment between period $t$ and $t + 1$ is

$$u_{t+1} - u_t = \text{inflows in } t - \text{outflows in } t,$$

with the stocks measured at the beginning of the period. For the flow terms we can write

$$\text{inflows} = \text{new entry} + \text{job separations},$$

and

$$\text{outflows} = \text{exits} + \text{job acceptances}.$$

The Beveridge curve is defined as the combination of unemployment and vacancies that equates the inflows with the outflows. Writing a theory of the Beveridge curve amounts to modeling each one of the four terms in (2) and (3), and tracing the combinations of vacancies and unemployment that maintain the equality between the inflows and the outflows in the absence of shocks.

Perhaps surprisingly at first, but on reflection not so surprisingly, we get a good approximation to the dynamics of unemployment if we treat unemployment as if it were always on the Beveridge curve (Pissarides 1986, Shimer 2007). It might be surprising at first because with the change in unemployment given by the difference between inflows and outflows, and the Beveridge curve defined as the locus of equality between inflows and outflows, how does unemployment change if we are always on the Beveridge curve? The best way to think about this conundrum is in terms of speeds of adjustment and the length of the period. Treat unemployment as the only unknown in the inflows = outflows condition and assume the period is a quarter. If one of the four terms in (2) and (3) changes because of a shock, unemployment changes fast to restore equality between the new inflows and outflows. In other
words, although the labor market is characterized by frictions, given the size of the shocks that we normally observe, the frictions are sufficiently small that unemployment jumps between one flow equilibrium and the next within a quarter.¹

Consider now the shocks that might make unemployment change in the context of the Beveridge curve. The search and matching theory makes the job acceptance flow the key to the entire framework (Pissarides 2000, chapter 1). In its simplest form it assumes constant job separation rates \( s(1 - u_t) \), either zero or constant entry and exit rates, and that the rate of job acceptance is given by the aggregate matching function, \( m(u, v_t) \). The matching function gives the number of new jobs formed as a function of the workers available to take new jobs, and the number of vacant jobs, \( v_t \). Let \( f_t \) denote the average rate of job finding, defined by \( f_t = m(1, v_t / u_t) \), and assume that entry and exit are zero. The Beveridge curve is

\[
(4) \quad u_t = \frac{s}{s + f(v_t / u_t)}.
\]

If nominal shocks have any influence on unemployment in this framework, the channel through which they have it is the vacancy rate, \( v_t \). The vacancy rate is given by the second equation of the system, the demand for labor. If, for example, a positive nominal shock that raises inflation increases the demand for labor because of nominal stickiness somewhere in the system, the vacancy rate increases above trend and unemployment falls. The implied negative relation between unemployment and inflation is the essence of the Phillips curve, and the channel that links the change in the demand for labor with unemployment is the vacancy rate and the matching function.

In terms of the Beveridge diagram derived from (4), the fall in unemployment induced by the nominal shock is represented by a movement along the Beveridge curve. If one were to accept the simple framework underlying equation (4) as a complete characterization of the dynamics of unemployment, the vacancy rate is the only channel through which nominal shocks can be transmitted to unemployment. Any other changes in unemployment, for given vacancies, are changes in the NAIRU. These changes are associated with changes in the rate of labor turnover, \( s \), changes in the matching efficiency of the labor market, represented by
shifts in $f(\cdot)$ for given $\nu_t/\nu_\rho$ and with changes in the rate of entry into and exit from the labor force. For example, demographics shift the NAIRU, potentially by changing all terms in (4), the rate of labor turnover, the matching efficiency of the labor market, and the rate of entry and exit from the labor force. Unemployment insurance shifts the NAIRU by changing the intensity of search, the efficiency of matching, and so on.

In my view, the best way to uncover changes in the NAIRU associated with shifts in the matching efficiency of the labor market is not to estimate the entire Beveridge relation, as Bill has attempted to do, but to estimate the matching function directly (or the job-finding rate). When I did this for Britain in 1986 I found that most of the changes in unemployment were associated with changes in the NAIRU, although changes in the vacancy rate also played a role. This was to be expected, given that when unemployment was trending up between the late 1960s and the early 1980s the vacancy rate was fluctuating around a flat trend. Several estimates of matching functions by other authors can be used to decompose changes in unemployment between changes due to the vacancy rate and changes due to other factors. The U.S. experience since 2001, when reliable vacancy data became available through JOLTS, is probably unique in that it attributes virtually all changes in unemployment, save for a small error term, to changes in the vacancy rate, a property that has been emphasized in some of Shimer’s recent influential work (for instance, see Shimer 2005 and Elbrahimy and Shimer 2008).

Dickens finds something similar in his estimated Beveridge curves. However, this finding does not necessarily imply a constant NAIRU, even in the simple framework of equation (4). There might be causes of changes in the vacancy rate, which keep the Beveridge curve fixed, and which are real and associated with changes in the NAIRU. For example, consider material shocks. If the price of raw materials goes up and real wages are subject to inertia, vacancies might fall dramatically. Unemployment rises through a movement down the Beveridge curve. The Beveridge curve has no obvious reason to shift in this case.

This is why we need to estimate a second equation, preferably simultaneously with the matching function, before we can confidently calculate the NAIRU. The second equation is a demand for labor equation and is derived from a conventional model of the firm with costs of adjustment due to frictions. The difference between investment-type quadratic adjust-
ment costs and matching frictions is that the costs of adjustment with frictions depend on the tightness of the labor market. At high vacancy-to-unemployment ratios these costs and frictions are higher, because there is more competition between firms for the pool of unemployed workers. The implication of this property is that we can write the dynamic demand for labor equation as a vacancy supply equation and estimate it in terms of all the conventional labor demand regressors, including price misperceptions (Pissarides 1986; Yashiv 2000).

Dickens has a second equation in his model but it is not a labor demand equation. His equation is similar to the one that featured in the very first models of the Beveridge curve (Dow and Dicks-Mireaux 1958). It is essentially the 45-degree line through the origin, which defines the locus of equality points between $u$ and $v$ as the equilibrium points. Modern approaches to the Beveridge curve derive the second equation from optimizing models of the firm and show that the slope of the second curve is a function of the model’s parameters.

A more important point about the second equation, however, is this: are we justified in focusing on the vacancy rate as the only variable that can transmit nominal shocks to unemployment? In the context of Phillips curve analysis we are asking whether all shocks to the unemployment rate other than those acting through the vacancy rate are shocks to the NAIRU. In the context of Beveridge curve analysis the question is whether the simple framework in (4) is sufficient.

There has been a lot of work on this issue recently, with reference mainly to business cycle fluctuations in unemployment. These high frequency fluctuations are also the ones that Bill studies in his paper. The upshot of the discussion is that business cycle fluctuations in unemployment are driven both by fluctuations in the inflow rate and the outflow rate (see Shimer 2007, Fujita and Ramey 2007, and Petrongolo and Pissarides 2008). Moreover, for cyclical fluctuations one can ignore the movement in and out of the labor force and focus on movements between employment and unemployment. In that context, the consensus is that about two-thirds of fluctuations are due to the outflow rate, for which the matching function approach serves us well, and another third to the inflow rate. The inflow rate in (4) is the parameter $s$. The recent empirical literature on the ins and outs of unemployment says that $s$ should not be a parameter but a cyclical variable. A complete model of the NAIRU
derived from the Beveridge curve should account for the endogeneity of job separations. Although good theoretical models of the endogeneity of job separations exist, it is much more difficult to find good empirical or quantitative models of separations. I think this is likely to be the main sticking point in the task that Dickens set himself. Because job separations vary and are negatively correlated with job accessions, it is plausible to assume that these are driven by the optimizing decisions of firms and workers in response to shocks. Some of those shocks are nominal, and if there are nominal rigidities of the kind analyzed in Phillips curve models, some changes in the parameter \( s \) in (4) are changes associated with nominal shocks, namely, not changes in the NAIRU. But changes in \( s \) shift the Beveridge curve. It follows that in a general model of the NAIRU there are changes in unemployment that are not caused by changes in vacancies, and which are not changes in the NAIRU. Therefore, identifying all changes in unemployment that take place for a given vacancy rate as changes in the NAIRU would be a mistake.

A challenge that is facing both search and matching theory and modern Phillips curve analysis is how to explain the fact that on average about one-third of fluctuations in unemployment are due to shocks to job separations (or, at least, to the unemployment inflow rate) and yet for long stretches of time the vacancy-unemployment scatter of points is tightly distributed around a fixed Beveridge curve. As far as I know there is no paper in the literature yet that does that, and so there is no model that can convincingly be used to provide a framework for the estimation of the NAIRU from Beveridge curve analysis. But following the approach that I outlined in this comment, under the assumption that all nonrandom shifts in the Beveridge curve are changes in the NAIRU, is a good first approximation to the data.

Notes

1. In my examination of British and other European data, the only time that the assumption of flow equality in quarterly data was not a good working assumption was the two-year period of the large “Thatcher shock,” 1979–1981. See Pissarides (1986) and Petrongolo and Pissarides (2008). Shimer (2007) does not report any period when this assumption was badly violated for the United States.

3. For the theory see Mortensen and Pissarides (1994) and Caballero and Hammour (1996). For more discussion of the empirics of job separations see Davis and Haltiwanger (1999).

4. See Ebrahimy and Shimer (2008) for a promising attempt at explaining simultaneously the tightly distributed points in Beveridge space and the variance in the separation rate. They focus on the post-2001 data, when there are no shifts in the Beveridge curve. The problem of reconciling periodic shifts with long periods of tightly distributed \( u - v \) points remains.
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