ESTIMATING THE EFFECTS AND COSTS
OF THREE PREGNANCY-PREVENTION PROGRAMS

Adam Thomas*
The Brookings Institution

March 2011

* Email: athomas@brookings.edu. Thanks to Emily Monea for her excellent work as a collaborator on this project and to Audrey Dufrechou for her research assistance. Thanks also to Isabel Sawhill, Julia Isaacs, Katherine Suellentrop, Bobbie Wolfe, Rebecca Maynard, Matt Stagner, Lauren Scher, Melissa Kearney, Jennifer Frost, Larry Finer, Seth Noar, Douglas Kirby, Kathy Johnson, Janet St. Lawrence, Antonia Villaruel, Kathleen Sikkema, Susan Philliber, and Liz Ananat for their helpful comments and constructive insights on our work; and to the William and Flora Hewlett Foundation for their generous support of this project.
This technical report documents some of the key assumptions underlying the analysis described in Thomas (2011), which presents results from benefit-cost simulations of a mass media campaign encouraging contraceptive use, an evidence-based teen pregnancy prevention program, and an expansion in access to family planning services provided via Medicaid. These simulations are performed using FamilyScape, which is an agent-based simulation tool that allows the user to model the impacts of policy changes on family-formation outcomes. Each policy’s effects are estimated by comparing the results of simulations that were conducted under FamilyScape’s baseline assumptions to the results of simulations that were conducted using an alternative set of assumptions regarding the presumed effects of the policy in question on contraceptive use and/or sexual behavior. See Thomas and Monea (2009) for a thorough treatment of the simulation model’s baseline assumptions. In this report, I detail the key assumptions that underpin each of the policy simulations. More specifically, I discuss my assumptions regarding the costs and effects of each simulated policy. I do not discuss here the way in which these policies’ estimated benefits are monetized. Given the complexity of this topic, it is addressed in a separate report that is co-authored by Emily Monea. I begin the discussion below by describing the simulations of a teen pregnancy prevention program, after which I discuss the simulations of expanded access to Medicaid-funded family planning services and a mass media campaign. I conclude by addressing a variety of technical issues that are relevant for all three sets of policy simulations.

---

1 See Monea and Thomas (2010).
Teen Pregnancy Prevention Programs

In order to conduct a benefit-cost simulation of an effective teen pregnancy prevention intervention, one must first articulate a set of assumptions about what such an intervention’s effects might be if it were implemented on a national scale. I develop the parameters for this simulation by synthesizing data on the effects of several small-scale interventions that were rigorously evaluated and whose evaluations showed that they successfully affected certain key behavioral outcomes. Evaluations were included in this synthesis if they met all of the following criteria:

- The intervention being evaluated must primarily have served high-school-aged adolescents.
- The intervention must have been evaluated using a well-constructed randomized research design.
- The intervention’s evaluation must have found that it had a statistically-significant effect on contraceptive use.
- The intervention’s evaluation must also have found that it had a statistically-significant effect on the frequency of intercourse and/or on the share of teens who were sexually active.
- Interventions were excluded from consideration if their effects were found to have faded over a relatively-short period of time.
- Interventions were also excluded if attempts to replicate them were generally unsuccessful (although they were not excluded if there has not yet been any attempt to replicate them).
- Interventions were also excluded if their evaluations only reported on their effects on outcomes such as pregnancy or childbearing; in order to simulate the impacts of a given program using FamilyScape, one must have information on its effects on such antecedent behaviors as sexual frequency and contraceptive use.
- Interventions were also excluded if their evaluations measured their effects on the incidence of pregnancy and/or childbearing (among other outcomes) and found that they had no such effects, since the prevention of pregnancy and childbearing are the yardsticks by which the benefit-cost simulations measure the cost-effectiveness of a given policy.
After canvassing the relevant literature and speaking with a number of experts in this area, I identified five programs that meet these criteria: *Becoming a Responsible Teen* (BART), *HIV Prevention for Adolescents in Low-Income Housing Developments* (HIVP), *Safer Choices* (SC), and two programs that were developed using a core curriculum designed by John and Loretta Jemmott: *Be Proud! Be Responsible!* (BPBR) and *¡Cuídate!* (CDT). In the next several subsections, I discuss the manner in which each of these programs was implemented, the populations that they served, the magnitudes of their estimated impacts, and their estimated costs per participant. For reasons that are detailed in a later subsection, I focus primarily on each program's estimated effects as measured at its evaluation's most recent follow-up.

**Teen Pregnancy Prevention Programs: Becoming a Responsible Teen (BART)**

BART was developed and implemented jointly by Janet St. Lawrence and Education, Training, and Research Associates (ETR Associates) and was evaluated by St. Lawrence and her coauthors. Unless otherwise noted, the information contained in this subsection was taken from St. Lawrence et al. (1995). BART was implemented for a group of African-American Adolescents aged 14 to 18 who were recruited from among the patients at a local public-health center in a mid-sized southern city. Recruited subjects were randomly assigned either to the study's treatment or control group. Members of the treatment group participated in an eight-week “education plus skills training” intervention. The intervention consisted of weekly sessions lasting between 90 to 120 minutes each. The first session lasted two hours and focused on providing participants with the sort of information on HIV-AIDS prevention that an adolescent “might encounter in a classroom, health care, or community
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2 There are several other programs that are prominently featured in much of the evaluation literature but that were excluded from consideration here because they failed to meet one or more of the criteria listed above. For example, the evaluation of the *Teen Outreach Program* did not measure the program's effects on coital frequency, sexual inactivity, or contraceptive use; *Seattle Social Development* was implemented only for grades one through six (although its effects were measured at later ages); *SiHLE's* effects on pregnancy faded by its twelve-month follow-up, and its evaluation did not measure the program’s effects on coital frequency or sexual inactivity; *Reducing the Risk* was not evaluated using a randomized research design; one version of *Postponing Sexual Involvement* was not evaluated using a randomized research design, while another was implemented only for seventh graders; one version of *Focus on Kids* was implemented primarily for children who are younger than high-school-aged, and another version did not measure the program’s effects on coital frequency or sexual inactivity; *Ahan Aya* was implemented for middle-school students, and its evaluation did not measure the program’s effects on coital frequency or sexual inactivity; *Making Proud Choices* was implemented only for females aged eleven to 13; and *CAS-Carrera* was excluded because of the very high costs of implementing it, and because of the difficulties that have been encountered in replicating the successful results of the original intervention. For more information on these programs – and, more specifically, on the information contained in this footnote – see Advocates for Youth (2008), Kirby (2007), and Suellentrop (2009).

based setting." The next seven sessions adopted a variety of behavior skills-training strategies, including the promotion of technical competency skills (e.g., teaching correct condom use and stressing that sexual abstinence is the only guaranteed way of avoiding contraction of a sexually-transmitted disease), social competency skills (e.g., teaching communication skills and assertiveness), and cognitive competency skills (e.g., promoting accurate recognition of sexual risk and helping to develop problem-solving strategies). Members of the control group participated only in the traditional HIV-AIDS education session (i.e., the first of the sessions described above).

As of the follow-up evaluation conducted one year after completion of the intervention, St. Lawrence and her coauthors found that members of the treatment group reported having used condoms during intercourse about 30 percent more often than did members of the control group. They found further that members of the treatment group were a little less than 65 percent as likely to report having engaged in sexual intercourse over the previous two months as were members of the control group. Both findings were significant at the .05 level. The intervention’s evaluation does not present any results for its effects on the frequency of intercourse among those who remain sexually active.

BART has been replicated at least two times. One replication took place in a drug-rehabilitation center, and another took place in a juvenile reformatory. The program implemented for the first replication was similar to the original intervention, but, for the second replication, it was shortened by more than 50 percent. The results of the first of these two replications were qualitatively similar to those of the original intervention, while the second replication was found to have had little if any effect on the behavior of treatment-group members.

The disappointing results of the second replication suggest that, in order for this and similar interventions to be taken to scale successfully, it is probably important that the more-broadly-implemented program maintain a high level of fidelity in replicating the small-scale program(s) upon which it is based. The cost of implementing such a program is thus a

---

4 Ibid.
5 Kirby (2007), St. Lawrence et al. (2002).
critical consideration. BART's costs include the expenses incurred to train the staff who implement the program and the cost of the curriculum and training materials provided to, and used by, those staff members. According to Child Trends (2009) and Manlove et al. (2004), the cost of training between 20 and 50 BART staff members was about $8,000. Child Trends (2009) also reports that the cost of materials per trainee was $60. The variation in the number of group leaders appears to be a function of the fact that groups were of differing sizes across sessions, which is to say that a greater number of facilitators were presumably required during some weeks than during others. I assume here that a separate packet was necessary for every group leader, regardless of which sessions he/she led. I therefore assume the total cost for the program to be $8,000 + (50*$60) = $11,000. St. Lawrence (1995) reports that a total of 246 participants were assigned to the treatment group. Thus, I calculate the cost of the intervention per participant to be $11,000/246 ≈ $45, which is a little more than $70 in 2008.

*Teen Pregnancy Prevention Programs: HIV Prevention in Low-Income Communities (HIVP)*

This program was developed, implemented, and evaluated by Kathleen Sikkema and her collaborators. The results of their evaluation were published in Sikkema et al. (2005); all information in this subsection was taken from that paper unless otherwise indicated. HIVP's evaluators randomly assigned subjects to one of three groups: 1) a control group whose members were invited to attend a standard community AIDS-education session that took place in the housing development in which they lived; 2) a “workshop-intervention” group whose members were invited to participate in two three-hour workshops that were designed to encourage participants to avoid risky sexual behavior; and 3) a “community-
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6 Note the cost of developing of BART’s curriculum is not included among the items listed here. I was unable to find any estimates of this expense, and I assume that it is less relevant to the present discussion, given that the appropriate thought exercise relates to the question of how much it would cost to take an already-existing program(s) to scale.

7 St. Lawrence et al. (1995) report that group sizes for BART were between five and 15.

8 The evaluation of BART does not state the year in which it was implemented, but Manlove et al. (2004) write that it was implemented in “the early 1990’s” (p. 11). I thus assume that the program was implemented in 1991 when inflating the cost of the program to $2008. Each participant in the study was also provided with a small stipend. Although participant stipends are common features of evaluations of this sort, I assume that, if such a program were taken to scale, stipends would not be provided to individuals participating in the intervention. I therefore do not consider these stipend expenses in estimating the program’s cost. The assumption that participants would not be given stipends is one of several reasons why I argue in a later discussion that, if a program such as BART were implemented on a wider basis, its impacts would probably be smaller than those of the original, small-scale intervention.
intervention” group whose members were invited to attend sessions that were identical to those provided to the workshop-intervention group, and in whose housing developments the program’s administrators distributed free condoms and conducted a variety of community-wide programs and parent workshops. Participants in these three groups were all between the ages of twelve and 17 at baseline, and randomization was performed at the level of the housing development (i.e., all participants residing in housing development A were assigned to the control group, all participants in B were assigned to the community-intervention group, and so forth). In total, residents in 15 different housing developments participated in this experiment.

HIVP’s evaluators found that there were no statistically-significant differences between members of the control and workshop groups in terms of the level of sexual activity or the likelihood of using contraception during intercourse. They did, however, find significant differences between the control and community-intervention groups. I therefore focus only on the program’s estimated effects for the community-intervention group here, and I refer to this group simply as the “treatment group” for the remainder of this discussion.

AIDS-education sessions for adolescents in the control and treatment groups were completed within six months of baseline, and the community-level intervention was completed approximately 16 months after baseline (about ten months after completion of the AIDS-education sessions). The program’s evaluators gathered follow-up data nine months after baseline (about three months after completion of the control group’s AIDS-education sessions and about seven months before completion of the treatment group’s community-level intervention) and 18 months after baseline (about twelve months after completion of the AIDS-education sessions and about two months after completion of the community-level intervention). They found that, as of the second of these follow-ups, treatment-group members who were sexually inexperienced at baseline were about 88 percent as likely to report having initiated sex as were sexually-inexperienced control-group members. They also found that a condom was reported to have been used at last sex about

---

9 Note that members of these groups were merely invited to attend the sessions described above. In fact, only about 15 percent of control-group members attended their group’s sessions, about 87 percent of workshop-intervention group members attended their group’s sessions, and about 86 percent of community-intervention group members attended their group’s sessions.
24 percent more often among treatment-group members than among control-group members. Both differences were statistically significant at the .05 level.

The authors did not report any results regarding the coital frequency of sexually-active treatment or control group members, there have been no attempts to replicate HIVP, and Sikkema informed me that her team did not keep records of the program’s costs.

**Teen Pregnancy Prevention Programs: Safer Choices (SC)**

*Safer Choices* was developed, implemented, and evaluated by the staff of ETR Associates. The results of the primary evaluation of the intervention were published by Coyle et al. (2001). Unless otherwise indicated, all information contained in this subsection was taken from that paper. The evaluation of SC was conducted using a randomized controlled trial involving a total of twenty schools in Texas and California. Ten schools (five in each state) were randomly assigned to the treatment condition, and the other ten schools were assigned to the control condition. The intervention lasted for two academic years, and its evaluation relied on data that were collected on students who were ninth graders during its first year. SC was designed to change the cultures of the schools in which it was implemented. The intervention’s administrators created school-wide Health Promotion Councils at each treatment school that were comprised of teachers, students, parents, administrators, and community representatives; implemented a 20-session classroom curriculum for participating students; formed peer clubs that hosted program-sponsored, school-wide activities; sponsored a number of activities for the parents of treatment-group members, including newsletters and parent-student homework sessions; and attempted to reinforce the message of the program within the larger community by increasing students’ level of familiarity with, and access to, support services outside of the school environment. Students in control schools received a standard, five-session sex-education program and a limited number of other school-wide activities that varied from site to site.¹⁰

The most recent follow-up was conducted 31 months after the beginning of the first of the two school years over which the intervention was implemented (i.e., about ten months after the completion of the second of these two academic years). The evaluation showed that, as

---

¹⁰ Kirby et al. (2004).
of that follow-up, members of the treatment group were significantly more likely than members of the control group to report having used contraception at last intercourse (odds ratio = 1.76; p < .05). SC’s evaluators also found that, as of the last follow-up, there was no statistically-significant difference between members of the treatment and control groups in the odds that they reported having initiated sexual intercourse since the beginning of the intervention, although the difference between the two groups was in the desired direction (odds ratio = .83; p = .39). In a subsequent re-analysis of their data, however, the authors did find that there was a significant difference in the incidence of self-reported sexual initiation between Hispanic members of the treatment and control groups (odds ratio = .57; p < .05). They found no such differences for other race groups; nor did they find any such differences in analyses that were disaggregated by gender.11 The program’s evaluators also found no significant differences between sexually-active members of the treatment and control groups in the self-reported frequency of sexual intercourse in the previous three months (although, again, their parameter estimate was in the desired direction: odds ratio = .81; p = .12).

Thus, SC only barely meets the criterion stated earlier that each program included in this discussion must be found to have affected both contraceptive use and sexual frequency and/or the probability of being sexually active. However, given the limited number of studies that do meet these criteria, and since the re-analysis of SC data indicated that the intervention did have an effect on sexual activity among Hispanics, I include it in this synthesis. I would also note that SC’s evaluators measure the program’s effects using odds ratios. However, for some outcomes, they report enough information to allow me to transform these quantities into relative risk ratios, which are more comparable to the published evaluation results for most of the other programs included in this exercise. For the purposes of the synthesis below, I therefore transform the reported estimates of SC’s effects into relative risk ratios whenever possible.

11 Ibid.
Regarding the cost of the intervention, Olaiya (2006) estimates that the annual, per-student cost of the first year of the program was $54, or about $80 in $2008.\textsuperscript{12} I arrive at a roughly-equivalent estimate using comparable data that are reported on an itemized basis in Wang et al. (2000).\textsuperscript{13} Wang and her coauthors estimate that the total annual cost of the program was $102,852, and Coyle et al. (2001) report that the treatment group had 1,983 members. Thus, my own back-of-the-envelope calculation suggests that the program’s first-year, per-participant cost was $102,852/1,983 \approx \$52. Since SC is essentially a two-year program, I assume that it incurs a new facilitator-training cost every two years (see the later subsection on the assumed cost of the simulated program for additional discussion of my treatment of facilitator-training expenses). Given that Wang et al. (2000) and Olaiya (2006) express the annual cost of SC in terms of the expenses incurred to implement only the first year of the program, I calculate the full, two-year cost of the program using the itemized costs presented by Wang and her coauthors. Specifically, I assume that all costs other than facilitator training are incurred once per year, and that the cost of facilitator training is incurred once every two years. Wang et al.’s estimates indicate that, of the roughly $102,852 annual cost of the program, $54,619 was spent on facilitator training and the remaining $48,233 was spent on other expenses such as activity kits, teacher salaries, etc. I therefore assume that the full, two-year cost of the program was $54,619 + (2*48,233) = $151,085, and I estimate that the full, two-year cost of the program per participant was \$75 (i.e., \approx \$151,085/1983), or about \$110 in $2008.

There have been no published evaluations of efforts to replicate SC.

\textit{Teen Pregnancy Prevention Programs: Be Proud! Be Responsible! (BPBR)}

BPBR was developed, implemented, and evaluated by John and Loretta Jemmott and their colleagues. The results of the primary evaluation of the intervention were published by Jemmott et al. (1992); unless otherwise noted, all information presented in this subsection was taken from that paper. BPBR was initially implemented for a group of black males who were enrolled in the 10\textsuperscript{th}, 11\textsuperscript{th}, or 12\textsuperscript{th} grades in the Philadelphia, PA area. The original BPBR

\textsuperscript{12} Kirby et al. (2004) write that SC was implemented over the 1993-1994 and 1994-1995 academic years. I take 1994 to be the base year in inflating these costs to $2008.

\textsuperscript{13} Olaiya’s (2006) calculations are also based in large part on data presented in Wang et al. (2000).
curriculum was in fact tailored specifically for a black, inner-city, adolescent, male audience. Participants in the program’s evaluation were recruited from a medical clinic, a high school, and a YMCA, all of which were located in West Philadelphia. These individuals were randomly assigned either to an AIDS risk-reduction condition (the intervention group) or to a career-opportunities condition (the control group). The AIDS intervention lasted for five hours on a single day and was designed to enhance participants’ knowledge about issues related to AIDS and other sexually-transmitted diseases (STDs). According to BPBR’s evaluation, it incorporated the use of “videotapes, games, exercises, and other culturally and developmentally appropriate materials.”

Members of the control group participated in a session of equal length that focused on career planning.

The follow-up evaluation for BPBR was conducted three months after the intervention. Evaluators found at follow-up that, relative to members of the control group, treatment-group members reported having had sex on about 40 percent as many days over the previous three months and reported having used condoms more frequently during intercourse (on a five-point scale where 1 = “never” and 5 = “always,” self-reported treatment-group and control-group scores were 4.4 and 3.5, respectively). Both differences were statistically significant at the .05 level. However, the authors also found no significant difference between the two groups in the likelihood of having engaged in intercourse at all, although the between-group difference was in the desired direction.

There have been several attempts to replicate BPBR, many of them successful. One replication of the program was implemented for both boys and girls and was found to have had positive impacts on the sexual behavior of both. A second replication was implemented in a suburban high school during a regular class day (the original intervention was implemented on a Saturday outside of a school setting) and was not found to have had any effect on sexual behavior. Kirby (2007) hypothesizes that the in-school replication may have been less successful than the original BPBR intervention for one or more of the following reasons: 1) instructors were prohibited from discussing some of the topics that were part of the original program’s curriculum; 2) because the intervention was implemented in the
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14 Jemmott et al. (1992), p. 373.
15 The information in this paragraph is drawn from Borawski et al. (2009) and from Kirby (2007).
middle of a school day, participants might have been tired or less attentive; 3) participation was mandatory, which may have had an effect on the average subject’s willingness to participate fully in the program; and 4) its participants were, on average, older than were the participants in the original program. It is also possible that the replication’s effectiveness was hampered by the fact that it was implemented in a suburban setting, since the original program was developed specifically for inner-city minority youth.

BPBR was also modified into two other distinct interventions that were tailored for somewhat-different demographic groups than the one for which BPBR was originally implemented. One modified version, Making Proud Choices! (MPC), was originally developed for black males aged 11 to 13, also in the Philadelphia area. A second modified version, ¡Cuídate! (CDT), was developed for Latino youth in Philadelphia. Both replications were successful in reproducing many of the most promising results of BPBR, and CDT is described in more detail in the next section. MPC is not included as a distinct intervention in this synthesis because it primarily served youth who were not high-school aged.

Manlove et al. (2004) report estimates of the cost of BPBR. The authors write that the program’s costs include $5,500 for facilitator training, $2,500 to cover the costs of travel for trained facilitators and training materials, and $295 for a curriculum package. I assume that one curriculum package is required per facilitator. The authors also state that the sizes of the groups for the intervention were between six and twelve. I therefore assume that the average group size was eight and that the total number of groups for the 85-member intervention sample was thus $85/8 \approx 11$. These estimates thus suggest that the cost of curricula for the intervention was $11 \times $295 = $3,245 and that the total cost of the program was $5,500 + $2,500 + $3,245 = $11,345. I use these data, then, to calculate that the average cost of the intervention per participant was $11,345/85 \approx $135, or about $150 in $2008.16

16 These costs appear to be expressed in terms of current dollars for the year in which the report was published (2004); $135 in $2004 \approx $150 in $2008. As was the case for BART, part of the overall cost of BPBR involved the provision of a modest stipend to participants in the program, and I once again exclude stipend expenses when estimating the program’s cost. See the equivalent footnote in the subsection summarizing BART for the reasoning behind this exclusion.
I calculate a separate cost estimate for BPBR using the data reported by United Way of Rochester (2009). According to this report, the training of facilitators cost $1,000 per day per facilitator plus travel expenses, and a complete set of BPBR curriculum materials cost $358. The report also states that recommended training for the program ranges from six to 26 hours. I assume that the midpoint of these two extremes – 16 hours – represents the amount of training that is necessary to implement the program successfully. Thus, I assume that two days’ worth of training is necessary to prepare a group of facilitators, and I continue to assume that eleven facilitators were needed to implement the program. I assume further that a single person is needed to train eleven facilitators, and that the cost of travel for this training session is $2,500 (as per the estimate cited above from Manlove et al.’s study). Thus, I estimate the total cost of the program using United Way-Rochester estimates to be

$$2 \times$1,000 + $2,500 + $358 \times 11 = $8,438.$$  
This estimate implies that the average cost of the program per participant was $8,438/85 \approx $95 in $2008. Given that my cost calculations using data from Manlove et al. (2004) and UW-Rochester produce differing estimates, I assume for the sake of this exercise that the cost of the program per participant is $120, which is roughly equal to the average of these two figures.

Teen Pregnancy Prevention Programs: ¡Cuidate! (CDT)

CDT was developed, implemented, and evaluated by Antonia Villaruel, John Jemmott, and Loretta Jemmott. The results of the primary evaluation of the intervention are reported in Villaruel et al. (2006), and, unless otherwise indicated, all information discussed in this subsection is taken from that paper. As was stated in the previous subsection, CDT was a modified version of BPBR and was designed specifically for a Latino adolescent audience. It was implemented for a group of Latino teenagers aged 13 to 18 in the Philadelphia metropolitan area. Subjects were recruited from three local high schools and various community organizations and were randomly assigned to treatment and control groups. Members of the treatment group participated in six one-hour HIV-prevention sessions that were conducted over consecutive days and that used small-group discussions, videos, interactive activities, and skill-building exercises to encourage both abstinence and condom

---

17 Since the United Way report was published in 2009, I assume that its cost estimates are expressed in $2009. Since these costs would only be negligibly affected by adjusting them from $2009 to $2008, I do not do so here.
use as methods for avoiding contraction of STDs. The program’s evaluators write that the intervention “incorporated salient aspects of Latino culture, specifically familialism, or the importance of family, and gender-role expectations.” Members of the control group participated in a culturally-specific health-promotion intervention of similar length that addressed such issues as diet, exercise, smoking, and drug and alcohol use.

CDT’s evaluators presented estimates of the program’s effect on the proportion of treatment-group members who reported having had sex over the previous three months, who reported having used condoms consistently over the previous three months, and who reported having used a condom at last sex (they did not report on between-group differences in the frequency of intercourse). They found that all of these differences were in the desired direction (OR = .66, OR = 1.91, and OR = 1.45, respectively), but that only the differences for sexual activity and consistent condom use were statistically significant. At baseline, there were already substantial differences between treatment- and control-group members in the self-reported consistency of contraceptive use. Specifically, treatment-group members were about a third more likely than control-group members to report consistent condom use at baseline (there were no notable differences between the share of treatment and control group members who reported having had recent intercourse at baseline). Thus, the evaluation’s estimate of CDT’s effect on contraceptive use is somewhat suspect. I nonetheless include this estimate in the synthesis below for the sake of completeness, because the proportional difference between groups in the self-reported consistency of condom use did in fact increase somewhat after the start of the intervention, and because the program’s estimated effects on this particular margin of behavior are qualitatively consistent with the findings for the other interventions that are considered in this exercise.

The odds ratios for the outcomes described above were calculated using data from the evaluation’s three-month, six-month, and twelve-month follow-ups. Thus, these results roughly reflect average differences between the treatment and control groups over the first year after completion of the intervention. However, the authors also report marginal tabulations for these outcomes at each of the three follow-up periods. At the three-month

---

18 On the number of sessions over which CDT was implemented, see Advocates for Youth (2008).
follow-up, members of the treatment group were about 84 percent as likely as members of the control group to report that they had engaged in sexual intercourse over the previous three months, and the equivalent differences at the six-month and twelve-month follow-ups were about 86 percent and about 88 percent, respectively. Members of the treatment group were also about 66 percent, about 56 percent, and about 53 percent more likely than members of the control group to report having used condoms consistently over the previous three months at the three-month, six-month, and twelve-month evaluations, respectively. Thus, the program’s estimated effects did not decay all that much during the first year after completion of the intervention.

There have been no published evaluations of any attempts to replicate ¡Cuidate!. As was discussed above, however, there have been several published evaluations of various iterations of BPBR and MPC, both of which were based on the same core curriculum as CDT, and these interventions have often (but not always) been found to have been successful at changing sexual behavior. Given the similarities between CDT and BPBR, and since the materials for both programs are produced by the same publisher, I assume that the costs of implementing CDT are comparable to those for BPBR.

Teen Pregnancy Prevention Programs: Programmatic Duration and Persistence of Effects

In order to develop a set of assumptions about what the effects and costs might be of a representative example of this diverse group of programs if it were implemented on a broader scale, one must decide how best to standardize their evaluation results. Before doing so, however, one must first set forth a clear thought experiment in terms of the duration of the program to be simulated and the persistence of its effects. I assume that estimates of an intervention’s impacts as measured at the most recent follow up provides information on the durability of its effects. Table 1 thus summarizes information described in previous subsections regarding the approximate length of each intervention and the timing of its most recent evaluation follow-up. Roughly speaking, these programs can be grouped into two categories: those whose implementation was completed in a relatively short period of time and for which the final follow-up was conducted about a year after the program’s completion (BART and CDT) and those for which this was not the case (HIVP, SC, and BPBR). For the two programs in the former category, I make the simplifying
assumption that the effects observed twelve months after the intervention’s completion (and not much more than twelve months after the start of the intervention, since they were both relatively short) represent the average of its effects over a two-year period. This assumption is consistent with a variety of scenarios, including ones in which the program’s effects remain constant over time or in which its effects fade after completion of the intervention at a roughly consistent rate as time passes.

Table 1. Durations of Interventions and Follow-Up Periods for Studies Used to Parameterize Teen Pregnancy Prevention Benefit-Cost Simulations

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Approximate Duration of Intervention</th>
<th>Approximate Timing of Most Recent Follow-Up</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Becoming a Responsible Teen</em></td>
<td>Eight Weeks</td>
<td>Twelve Months after Completion of the Intervention</td>
</tr>
<tr>
<td><em>HIV Prevention for Adolescents in Low-Income Housing Developments</em></td>
<td>Community Intervention: Ten Months Preceding Workshops (also available to control developments): Two Weeks; Administered over Six-Month Period</td>
<td>Two Months After Completion of the Intervention (18 Months After Baseline)</td>
</tr>
<tr>
<td><em>Safer Choices</em></td>
<td>Two Academic Years (≈ 21 months)</td>
<td>Ten Months After Completion of the Intervention (≈ 31 Months After Baseline)</td>
</tr>
<tr>
<td><em>Be Proud! Be Responsible!</em></td>
<td>One Day</td>
<td>Three Months After Completion of the Intervention</td>
</tr>
<tr>
<td><em>¡Cuídate!</em></td>
<td>One Week</td>
<td>Twelve Months After Completion of the Intervention</td>
</tr>
</tbody>
</table>

I also assume that the effects of the much-longer HIVP and SC peaked sometime around the programs’ completion (16 and 21 months after the start of the intervention for HIVP and SC, respectively), that their effects were likely to have been comparatively strong while the intervention was ongoing, that those effects began to fade after reaching their peak levels, and that the program’s effects as measured two months after completion of the intervention for HIVP (18 months after the start of the intervention) and ten months after completion of the intervention for SC (two years and seven months after the start of the intervention).
intervention) can therefore be considered to be rough proxies for their average effects over the two-year period that elapsed after the point in time when they began. Data from a period of similar length are not available for BPBR, which lasted only one day and for which the final follow-up took place only three months after the intervention. However, because the evaluation of BPBR does not report enough data to allow for any kind of extrapolation of its effects to a later point in time – and since its evaluation results are comparable to those of these other programs only if they are assumed to correspond to equivalent periods of time – I assume here that the program’s effects as measured at the three-month follow-up roughly approximate its average effects over a two-year period.20 Thus, for the purposes of the benefit-cost simulation, I make the simplifying assumption that the simulated program’s effects will remain constant over a two-year period, and I estimate the magnitude of these effects by synthesizing these five interventions’ evaluation results as measured at the most recent follow-up. I now turn to the task of synthesizing these interventions’ evaluation results.

Teen Pregnancy Prevention Programs: Synthesis of Evaluation Findings

In the discussion that follows, I focus on these five programs’ effects as measured at the most recent follow-up. Table 2 summarizes each one’s key characteristics. The table makes clear that these programs’ evaluations often measured their effects differently. For example, most of the estimated impacts reported in the SC evaluation are expressed as odds ratios (OR) rather than as relative risk ratios (RRR). This distinction has important implications for the practical implications of these estimates. Relative risk ratios can be interpreted as reflecting the proportional difference in key behaviors between two groups. For example, a RRR of 1.5 implies that members of the treatment group engage in the behavior in question (say, contraceptive use) 50 percent more often than do members of the control group. However, an OR has no such simple interpretation. In order to transform an OR into a more-readily-interpretable quantity, one must have data on sample members’ baseline behavioral attributes. As is discussed below, the SC evaluation does in fact provide enough information to allow me to transform some of its reported odds ratios into relative-risk

20 The plausibility of this assumption is bolstered by the evaluation results for CDT, which might be considered to be a “sister program” to BPBR. As is discussed in an earlier subsection, a comparison of CDT’s estimated impacts at various follow-ups suggests that, at least over the first year after it was completed, the program’s effects were in fact fairly constant.
ratios, although (as will be discussed shortly) such estimates should be interpreted with a measure of caution, given the assumptions that I was compelled to make in calculating them.  

The quantities estimated by these studies differ from one another in a number of other ways. For example, the evaluation of BPBR measures its effect on contraceptive behavior using a five-point qualitative scale, whereas the evaluations of BART, SC, HIVP, and CDT, respectively, measure their effects on the same margin of behavior based on the proportion of sexual encounters in which participants report having used a condom over the previous two months, the proportion of participants who report having used a condom at last sex, the proportion of participants who report having used any contraceptive method at last sex, and the proportion of participants who report having used condoms consistently over the previous three months.

Moreover, while the evaluations of BART and SC found that these programs affected condom use (for BART) and contraceptive use (for SC) in their full-sample analyses, the former found evidence of an effect in gender-disaggregated analyses among girls only, while the latter found a gender-specific effect for boys only. One can identify a number of other instances in which the outcomes tracked by these studies are measured somewhat differently or are not uniform in their basic finding of whether the program had an effect on a particular margin of behavior across demographic groups. I have therefore concluded that there is no sensible way of averaging all of the results reported in Table 2 into a single set of estimates that might credibly be taken to represent a precise quantitative aggregation of them. Instead, I synthesize these results in more of a qualitative fashion.

---

21 The CDT evaluation also reports odds ratios. In addition, however, the authors report marginal tabulations of the share of treatment-group and control-group members at each follow-up who report using contraception and who report having engaged in sexual intercourse. Although the significance levels reported in the CDT evaluation refer specifically to the odds ratios that the authors estimate using data from all three follow-ups, I make the assumption here that the differences between treatment- and control-group members in these marginal tabulations as measured at twelve months can be taken to represent nonrandom differences between the treatment and control groups twelve months after completion of the intervention. I therefore focus here on differences between the two groups at the twelve-month follow-up.
<table>
<thead>
<tr>
<th>Name of Intervention</th>
<th>Details of Evaluation Design for Initial Study</th>
<th>Estimated Program Effects on Sexual Abstinence / Initiation of Sex</th>
<th>Estimated Program Effects on Male Contraceptive Use</th>
<th>Estimated Program Effects on Female Contraceptive Use</th>
<th>Estimated Program Cost Per Participant (in $2005)</th>
<th>Replication Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Becoming A Responsible Teen</td>
<td>*Randomized controlled experiment serving African-American youth. Participants were recruited from a low-income community in Jackson, MS. * Treatment group: participated in eight sessions in a community-based setting, each one lasting 90 to 120 minutes. Curriculum designed specifically to prevent HIV infection among African-American adolescents. * Control group: received one-time, two-hour HIV prevention session.</td>
<td>One year after the end of the intervention, treatment group members were about 45% as likely as control group members to report having had sex during the previous two months.</td>
<td>No results reported for sexual frequency in evaluations of this program.</td>
<td>No results reported for sexual frequency in evaluations of this program.</td>
<td></td>
<td>One successful replication: Curriculum fully implemented in drug rehabilitation facility; increased abstinence and condom use.</td>
</tr>
<tr>
<td>HIV Prevention for Adolescents in Low-Income Housing Developments</td>
<td>*Randomized controlled experiment serving adolescents aged 12 to 17. Participants were recruited from 15 low-income housing communities. * Primary treatment group: residents of the housing developments that were randomly assigned to receive community treatment. Treatment consisted of distribution of free condoms and brochures, two three-hour workshops on HIV prevention, and a community-wide program with various neighborhood initiatives and workshops for parents. * Control group: residents of control developments received free condoms and brochures, watched a videotape about HIV prevention, and discussed the video after viewing.</td>
<td>Among participants who were sexually inexperienced at baseline, treatment group members were about 88% as likely as control group members to report having initiated sex within two months of the end of the intervention.</td>
<td>No results reported for sexual frequency in evaluations of this program.</td>
<td>No results reported for sexual frequency in evaluations of this program.</td>
<td></td>
<td>One unsuccessful replication: Curriculum shortened by more than half and implemented in a state juvenile reformatory; no significant program effects on sex or contraceptive use.</td>
</tr>
<tr>
<td>Safer Choices</td>
<td>*Randomized controlled experiment implemented for freshmen and sophomores in twenty high schools in California and Texas. * Treatment group: students in the schools that were randomly assigned to receive treatment. Intervention was implemented for all students in each treatment school and consisted of 20 sessions focusing on improving students’ knowledge about condom use and sexually-transmitted infections and on changing their perception of abstinence in order to make it a more appealing option. In addition, clubs and councils were created and speaker series and parenting-education initiatives were implemented in order to change the culture within treatment schools. * Control group: students at control schools received standard, five-session sexual-education curriculum and a few other school-wide activities that varied from school to school.</td>
<td>Among all members of the analysis sample: No statistically-significant difference one year after completion of the intervention (or at earlier follow-ups) in the self-reported odds of having initiated sex between treatment and control group members who were sexually-inexperienced at baseline.</td>
<td>About one year after completion of the intervention, no statistically-significant difference between treatment- and control-group members in the self-reported frequency of sexual intercourse over the previous three months (nor were such differences observed at earlier follow-ups).</td>
<td>About one year after completion of the intervention, males in the treatment group were significantly more likely to report having used contraception at last sex (odds ratio = 1.64).</td>
<td>$100</td>
<td>No published evaluations of any attempts to replicate program.</td>
</tr>
</tbody>
</table>
Table 2, Continued. Impacts of Selected Teen Pregnancy Prevention Programs Found to have Affected Both Sexual Activity and Contraceptive Use*

<table>
<thead>
<tr>
<th>Name of Intervention</th>
<th>Details of Original Evaluation Design</th>
<th>Estimated Program Effects on Sexual Abstinence / Initiation of Sex</th>
<th>Estimated Program Effects on Frequency of Intercourse</th>
<th>Estimated Program Effects on Male Contraceptive Use</th>
<th>Estimated Program Effects on Female Contraceptive Use</th>
<th>Estimated Program Cost</th>
<th>Replication Information</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Be Proud! Be Responsible!</em></td>
<td><em>Randomized controlled experiment serving urban, African-American males aged 13 to 18 in the Philadelphia, PA metropolitan area. Participants were recruited from a local medical clinic, a neighborhood high school, and a local YMCA.</em></td>
<td>No statistically-significant difference observed three months after completion of the intervention between treatment- and control-group members in the share of participants who reported having had sex over the previous three months (among boys only).</td>
<td>Three months after the intervention, treatment-group members reported having engaged in about 40% as much sex as control-group members over the previous three months (among boys only).</td>
<td>Three months after the intervention, a significant difference was observed between average self-reported treatment- and control-group scores (4.4 vs. 3.8, respectively) on condom-use scale where 1 = &quot;never&quot; and 5 = &quot;always&quot; (among boys only).</td>
<td>Intervention was for boys only.</td>
<td>≈ $120</td>
<td>One successful replication: Implemented in different communities from original for boys and girls, rather than just for boys, and was evaluated over six months, rather than over just three months. Found to have reduced the incidence of unprotected sex over the evaluation period. One unsuccessful replication: No published evaluations of any attempts to directly replicate program. However, <em>Making Proud Choices! (MPC)</em>, like ¡Cuidate!, was based on the *Be Proud! curriculum. MPC implemented for black boys and girls aged 11 to 13, found to have reduced self-reported sexual frequency and increased self-reported contraceptive use. See above for information on successful <em>Be Proud!</em> implementations.</td>
</tr>
<tr>
<td>*Modified Version of <em>Be Proud!</em> ¡Cuidate!</td>
<td><em>Randomized controlled experiment serving Latino youth aged 13 to 18 in the Philadelphia, PA metropolitan area. Participants were recruited from three local high schools and various community organizations.</em></td>
<td>Using data from follow-ups conducted three months, six months, and one year after the intervention, evaluators concluded that treatment-group members were statistically less likely than control-group members to report having had sexual intercourse in the previous three months. At each of the three follow-ups, treatment-group members were about 15% as likely as control-group members to report having had sex over the previous three months.</td>
<td>No results reported for sexual frequency in evaluations of this program.</td>
<td>Using data from follow-ups conducted three months, six months, and one year after the intervention, evaluators concluded that treatment-group members were significantly more likely to report using condoms consistently. Across the three follow-ups, treatment-group members were between about 50% and about 65% more likely than control-group members to report having used condoms consistently over the previous three months. However, no statistically-significant difference observed using data from the three follow-ups between treatment- and control-group members in the share of participants who reported having used condoms at last sex.</td>
<td></td>
<td></td>
<td>No published evaluations of any attempts to directly replicate program.</td>
</tr>
</tbody>
</table>

*Notes: Unless otherwise indicated, all findings listed here are statistically significant at the .05 level. The summaries for all five programs are based on large part on information taken from three overviews: Advocates for Youth (2008), Kirby (2007), and Suellentrop (2009). Additional information on HIV Prevention for Adolescents in Low-Income Housing Developments was taken from Idikoko et al. (2001); additional information on Safer Choices was taken from Copenhaver et al. (2003); from Kirby et al. (2004), from Olaya (2006), and from Wang et al. (2006); and additional information on *Be Proud! Be Responsible!, on *Making Proud Choices!, and on ¡Cuidate! was taken from Jemmott et al. (1992), and from Villeneuve et al. (2006).
Regarding these programs’ estimated effects on contraceptive use, I make a variety of simplifying assumptions in order to draw direct comparison between their evaluation results. First, I assume that estimates of programs’ effects on the probability of using contraception at last sex are comparable to estimates of their effects on the proportion of sexual encounters in the recent past that involved the use of contraception. Second, I assume that estimates of programs’ effects on condom use are comparable to their estimated effects on contraceptive use more generally. Third, for the one evaluation that was implemented for boys only (BPBR), I assume that its results for contraceptive use and sexual behavior are comparable to those of the other programs that are implemented for boys and girls. And fourth, for studies that present estimates both for their entire samples and for boys and girls separately, I focus on full-sample results, since: 1) two of the five studies present only combined-gender results, and 2) the two studies that present contraceptive-use results that are disaggregated by gender arrive at opposite conclusions (as discussed earlier, BART was found in gender-disaggregated analyses to have significantly affected contraceptive use among girls but not among boys, and SC was found to have significantly affected contraceptive use among boys but not among girls; both studies also found that there was a statistically-significant difference in contraceptive use between the full treatment and control groups).

Additionally, in order to make SC’s estimated impacts on contraceptive use more comparable to the results of other studies, I perform a back-of-the-envelope calculation to transform the odds ratio reported by that program’s evaluators into a relative risk ratio. I estimate that the full-sample odds ratio of 1.76 is comparable to a relative risk ratio of about 1.2. This estimate should be treated with a measure of caution, as I was required to make an untestable (but, I would argue, reasonable) assumption in calculating it. My confidence in this estimate is enhanced by the fact that it is quite consistent with comparable results from other studies. Moreover, as is discussed in the footnote below, the qualitative implications of the estimate are quite robust to reasonable changes in the aforementioned assumption.22

22 The odds ratio described above is calculated as the quotient of treatment and control group members’ odds of having used contraception at last sex, where each group’s odds are calculated as the proportion of the group that used contraception divided by the proportion that did not. Because the authors of SC’s evaluation report enough data to allow me to calculate the treatment and control groups’ odds of having used contraception at
After making the assumptions enumerated above and transforming the odds ratio reported in the SC evaluation into a relative risk ratio, I am able to compare directly the estimated effects on contraceptive use of BART, HIVP, and SC. These interventions’ evaluation results suggest that they increased contraceptive use by 30 percent, 24 percent, and 20 percent, respectively. A rough average of these programs’ effects thus suggests that they collectively increased contraceptive use by about 25 percent. Since the BPBR evaluation reports only the program’s effects on participants’ self-ratings on a five-point scale measuring the consistency of contraceptive use, I can not directly incorporate these results into my estimates. Interestingly, however, the average score on this scale for the treatment group is almost exactly 25 percent higher than the equivalent control-group average. I thus conclude that the BPBR results are qualitatively consistent with the results from the other three studies.

The results for the evaluation of CDT are somewhat of an outlier. While treatment-group members were more than 50 percent more likely than control-group members to report consistent contraceptive use, there was no significant between-group difference in the likelihood of having used a condom at last sex (the difference between the two groups was, however, in the desired direction). Given the incongruity of the findings that CDT increased consistency of contraceptive use but had no effect on the use of condoms at last sex, and because of the notable similarity in contraceptive-use estimates across the other four studies,

baseline but not at follow-up, I use the odds ratio reported at follow-up to estimate the treatment group’s odds of using contraception after completion of the intervention under the assumption that the control group’s contraceptive behavior at follow-up was similar to their behavior at baseline. The SC evaluation reports that, at baseline, 59 percent of control-group members reported having used contraception at last sex. Thus, I assume that, at follow-up, control group members’ odds of using contraception are \( \frac{.59}{.41} \) ≈ 1.44. Since the odds ratio at follow-up (1.76) is simply the treatment group’s odds divided by the control group’s odds, I calculate the treatment group’s odds of having used contraception at last sex to be \( \frac{1.76}{1.44} \) ≈ 2.53. I then calculate the proportion of treatment group members who used contraception at last sex to be \( \frac{2.53}{(2.53+1)} \) ≈ .72. Given my assumption that, at follow-up, 59 percent of control-group members used contraception at last sex, I estimate that the proportional difference in the probability of having used contraception at last sex between treatment- and control-group members at follow up was \( \frac{.72}{.59} \) ≈ 1.2. The credibility of this estimate is determined by the plausibility of my assumption that the proportion of control-group members who used contraception at last sex did not change between baseline and the most recent follow-up. If one were to assume that the proportion of control-group members using contraception at follow-up was actually, say, .5, .55, .65, or .70, the value of the relative risk ratio estimated here would instead be 1.27, 1.24, 1.17, and 1.15, respectively. If I were to assume that the relative risk ratio for SC were any one of these estimates rather than 1.2, my ultimate conclusion as to the rough average of the effects of the programs considered in this review would be unchanged.
I choose to rely on information from the latter in developing an assumption about the collective implications of these programs’ evaluation results. I conclude, based on the information presented above, that these programs collectively increased contraceptive use at last sex by about 25 percent.

All five program’s evaluations also estimated their effects on some measure of sexual activity. The evaluations of BART, BPBR, and CDT measured their programs’ effects on the probability of having had sex at all during the previous two months (BART) or the previous three months (BPBR and CDT), and the evaluations of HIVP and SC measured their effects on the initiation of sexual activity among participants who were sexually inexperienced at baseline. Thus, one can relatively straightforwardly compare the results of the BART, BPBR, and CDT studies (ignoring, for purposes of practicality, the distinction between the two-month window used for the BART evaluation and the three-month window used for the BPBR and CDT evaluations), and one can similarly compare the results for sexually-inexperienced participants from the HIVP and SC evaluations. (Unless otherwise noted, I refer to participants as “sexually inexperienced” for the remainder of this discussion if they characterized themselves in this fashion during the baseline evaluation of the study in which they participated.)

With respect to the first group of studies, two of the three relevant evaluations showed that the intervention in question affected the share of treatment-group members who reported having had sex in recent months. The average estimated effect across these three studies on this margin of behavior – including the finding of no significant effect reported in the evaluation of BPBR – is about .83. With respect to the second group of studies, one intervention (HIVP) was found to have reduced the proportion of sexually-inexperienced participants who initiated sex as of the most recent evaluation (estimated effect = .88), and the other (SC) was found to have had no such effect within the full sample, but it was found to have had an effect among Hispanic sample members (OR = .57). In their paper in which they found that SC an effect for Hispanics, Kirby et al. (2004) report that this group constituted a little more than a quarter of their sample. However, they do not provide enough information in their evaluation to allow me to transform their odds ratio into a relative risk ratio. One might take the SC and HIVP results to imply jointly that an effective
teen pregnancy prevention program could have an impact – but a perhaps only a small one – on the share of sexually-inexperienced participants who remain abstinent for a period of time after the implementation of a successful teen pregnancy prevention intervention.

This conclusion is roughly consistent with the implications of the collective results for BART, BPBR, and CDT if one assumes that a program’s effect on whether an individual has sex in the near term is a function both of the program’s effect on the continuation of lifetime abstinence among individuals who were sexually inexperienced at baseline and on the continuation/initiation of “temporary abstinence” among individuals who were not. Unfortunately, none of these evaluations provides information specifically on whether individuals were sexually active in the near term as a function of whether they were sexually experienced at baseline. As such, I assume, for purposes of practicality, that HIVP’s and SC’s evaluation results are in fact roughly consistent with those of BART, BPBR, and CDT, and that these programs collectively caused treatment-group members to be about 15 less likely to engage in sexual intercourse over a three-month period.

Next, I examine these interventions’ estimated effects on coital frequency among sexually-active individuals. Only two of the five programs’ evaluations measured their effects on the frequency of sexual activity independent of measuring their effects on whether participants engaged in intercourse at all. SC’s evaluation measured its effects on coital frequency over the previous three months among all participants who were sexually active at follow-up (without regard to whether they were sexually experienced at baseline), and it found that the program had no such effect. The evaluation of BPBR measured its effects on the number of days during the previous three months on which participants report having had sex, and it found that members of the treatment group reported having had sex on 40 percent as many days as did members of the control group. The quantities measured by these two studies are comparable to the extent that they measure sexual frequency in the prior three months. However, they are not comparable to the extent that SC’s evaluation studies this margin of behavior only among individuals who were sexually active at follow-up, while BPBR’s evaluation appears to include sexually-inactive individuals in its calculations (which is to say that, if an individual had no sex in the previous three months, his level of coital frequency would have been included as a zero in calculations of the BPBR estimates).
Because the BPBR evaluation found that the program had no significant effect on whether individuals had sex in recent months, and since sexually-inactive individuals appear to have been included in the estimate of the program’s effect on coital frequency, one might conclude that its estimated effects on the latter margin of behavior are primarily attributable to a reduction in sexual frequency among participants who were recently sexually active. However, SC’s results suggest just the opposite – the estimate from that program’s evaluation is limited specifically to sexually-active individuals, and the authors find that the program had no significant effect on this margin of behavior. To summarize, then: a) the evaluations of only two of the programs included in this synthesis measured their effects on coital frequency; b) only one of these two programs (BPBR) was found to have had such an effect; c) the relevant evidence is in fact only suggestive that the intervention in question affected the frequency of intercourse among individuals who were sexually active; d) this finding also stands in opposition to the evaluation results for SC, which was found to have had no such effect; and e) I already assume that these programs collectively affected sexual behavior by reducing the number of teens who were sexually active in the near term. I therefore conclude that there is not sufficient evidence that these programs had an effect on coital frequency independent of their impact on sexual inactivity to allow me to draw any definitive conclusions in this regard. As such, I model the simulated program’s impact on sexual activity by assuming only that it affects the number of teens who are sexually active over any given three-month period.

_Teen Pregnancy Prevention Programs: Alternative Assumptions_

To summarize my conclusions from the previous section, I surmise that the five programs reviewed here collectively increased the proportion of participants who used contraception at last sex by about 25 percent, and that they reduced the proportion of individuals who were sexually active in an average three-month period by about 15 percent. These assumptions constitute the basic building blocks of the parameters that I use to model changes in sexual and contraceptive behavior for the initial simulations of the effects of an evidence-based teen pregnancy program. I conduct a second set of simulations, however, using alternative assumptions that were developed based on the work of Lauren Scher, Rebecca Maynard, and Matt Stagner (2006). Scher and her coauthors, in a report for the
Campbell Collaboration, scrutinize estimates of the effects of teen pregnancy programs from a large number of published evaluations. The authors conclude that many of the studies included in their review overestimate the effects of the programs that they evaluated. Among the most common reasons for such overestimation, according to the authors’ analysis, is the fact that some studies failed to adjust their standard errors appropriately for the level of randomization (e.g., in analyzing individual-level data for an intervention that is randomized at the school level, one should calculate standard errors that are clustered at the school level) and that some studies failed to account for selection effects (such as when a study limits its analysis to individuals who completed the intervention or were sexually active at a particular follow-up). In light of these concerns, the authors re-estimate the results reported in these studies using data from the originally-published evaluations in each instance in which the original study provided enough data to allow them to do so. For each study that did not properly account for the level of randomization, they re-estimate the study’s results with what they consider to be the proper clustering techniques. For studies that estimated their results only for specific subgroups of their samples (e.g., individuals who were abstinent at baseline or were sexually active at follow-up), they re-estimate the evaluation’s results using information for the full sample.23

Given the authors’ preference for estimating program effects using the full sample in all cases, it is not possible for them to produce contraceptive-use estimates that are comparable to the ones presented in the synthesis above, since the estimates described above are always limited to individuals who were sexually active. Instead, they create a new “pregnancy risk” variable that is set equal to one for individuals who report that they do not always use

---

23 The study’s lead author told me that she does not consider the limitation of the sample to subgroups of individuals on the basis of baseline characteristics to be experimentally unsound, so long as one believes the relevant subgroups within the treatment and control groups to have been randomly assigned. Thus, for example, limiting the sample to Hispanics (as the authors of one of the SC evaluations did) or to individuals who were sexually abstinent at baseline (as the evaluators of both SC and HIVP did) is not problematic, so long as one believes the members of these subgroups within the treatment and control groups to be comparable in terms of their observable and unobservable characteristics. The authors’ primary concern in this regard relates instead to instances in which studies focused on specific groups based on participants’ behavioral characteristics as measured after the intervention was implemented (e.g., limiting the study sample to individuals who were sexually active at follow-up for the purposes of measuring the program’s impact on contraceptive use), since the intervention may have caused participants to select into or out of those groups. Such sample limitations have the potential to confound the program’s effects on, say, sexual activity with its effects on, say, contraceptive use. For the sake of consistency, the authors took the general approach of re-estimating all evaluation results using the full sample whenever possible, even when subgroups were created based only using baseline characteristics.
protection when they have sex, or – if data on the consistency of contraception use are not available – for individuals who report that they have had sex but did not use protection at last intercourse. This variable is set equal to zero if none of these conditions is met. Thus, individuals are coded as zeroes for the authors’ pregnancy-risk variable if they report that they used contraception consistently (for studies that collect data on consistency of contraceptive use), if they report that they used contraception at last sex (for studies that do not collect consistency-of-use data), or if they report that they are sexually abstinent. This approach allows them to include all sample members in their analysis of contraceptive behavior. The authors’ pregnancy-risk variable might therefore be thought of as capturing the joint effects (if any) that a given intervention had on sexual inactivity, coital frequency, and contraceptive use. Scher and her coauthors also estimate programs’ effects on the proportion of treatment- and control-group members who have ever had sexual intercourse. Thus, if a study estimates an intervention’s impact on, say, the probability of having had sex in recent months, the results of the Scher et al.’s analyses may differ from the results of the original evaluation, even if the original evaluation’s results were properly estimated.

Some of the evaluations included my synthesis of the literature were also included in Scher et al.’s review. The authors did not consider the results of the CDT evaluation because it was published after they concluded their review.24 And, although they briefly discuss the SC and BPBR evaluations that are included in my synthesis, they do not re-estimate the results of these studies because they do not have enough information to allow them to re-estimate these evaluations’ findings. The report’s lead author informed me that the exclusion of these evaluations from their analysis does not necessarily reflect on the quality of their estimates; rather, these studies simply did not present enough data to allow the authors to evaluate their findings properly.25

Scher et al. do, however, re-estimate the effects of BART and HIVP. They re-estimate the results of the BART evaluation using the full treatment- and control-group samples for all

24 Based on a conversation with the lead author of the study.
25 Scher et al. do analyze the results of an evaluation of another version of BPBR that was implemented for boys and girls in the sixth and seventh grades, and they find that the impacts reported in the original study are no longer significant after they re-estimate the program’s effects using the full sample. However, I did not include the results of this evaluation in my synthesis because the program in question was implemented for adolescents who were younger than high-school-aged.
analyses, and they adjust the standard-error estimates reported in the HIVP evaluation to account for the fact that participants were randomized at the level of the housing development. In their re-analysis of the HIVP and SC data, the authors find that neither program had a statistically significant effect on the probability of ever having engaged in intercourse, but that both of them had a significant and relatively-substantial effect on the probability of exposure to sexual risk. With respect to the latter outcome, the authors find that BART reduced the pregnancy risk of members of its treatment group by almost 60 percent ($p < .1$) and that HIVP reduced the pregnancy risk of members of its treatment group by nearly 40 percent ($p < .05$).

For a variety of reasons, it is unclear how best to map the results of the Scher et al. re-analysis of these data onto the conclusions of the synthesis described in the previous section. First, three of the five programs included in the synthesis were not considered in Scher et al.’s re-analysis of evaluation findings. Second, Scher et al.’s finding that neither BART nor HIVP had a significant effect on ever having had sex is not necessarily inconsistent with the original evaluations’ findings, since both of them reported the program’s effects not on lifetime abstinence, but on the probability of having had sex in recent months. And third, the finding that both programs had large and statistically-significant effects on pregnancy risk – which I assume to be a composite measure of these interventions’ effects on sexual inactivity, coital frequency, and contraceptive use – appears to be qualitatively consistent with the general conclusions of my synthesis. On the other hand, the authors highlight notable methodological drawbacks of the HIVP evaluation in particular, since that study appears not to have estimated standard errors that were clustered at the level of the housing project. Moreover, given Scher et al.’s finding that neither of these two interventions had a significant effect on ever having had intercourse, it is possible that the original evaluations of these programs overstated their effects on sexual activity. I therefore conduct an additional set of teen pregnancy-prevention simulations under the assumption that the intervention has the same effect on contraceptive use as is assumed under the initial specification, but that it has no effect on sexual behavior.
Recall that each of the five interventions described in the previous section was implemented on a relatively small scale. As is shown in Table 2, the baseline sample sizes for the BART, HIVP, SC, BPBR, and CDT evaluations were 246, 1,172, 3,869, 157, and 656, respectively—and about half of the participants in these studies were assigned to control groups. The simulation of an evidence-based teen pregnancy prevention program assumes that the most efficacious components of these programs will be combined to create an intervention that is implemented on a national scale. I have been advised in conversations with numerous individuals who have evaluated interventions of this sort that, if such a program were taken to scale, it would almost certainly have a substantially smaller effect than did these small-scale programs. This assumption is rooted in the fact that, if such a program were taken to a national scale, it would be difficult to maintain a high level of fidelity to the intensity and quality of facilitator training and supervision, instructional practices, and community outreach efforts that were achieved in the initial iterations of these programs, since they were often implemented by individuals who were deeply committed to the success of these interventions.

I have therefore concluded that it is reasonable to assume that, if such a program were implemented on a national scale, its effects on sexual behavior and contraceptive use would be about half as large as the effects of these small-scale programs. Thus, in parameterizing the simulation of an evidence-based teen pregnancy intervention that is implemented on a national scale, I assume that the program’s effects would be half the size of the effects of the small-scale programs described earlier. Given that most of the programs included in this synthesis were implemented for what might be called “at-risk youth,” (e.g., minority adolescents in urban areas or teens living in public housing developments), I conduct the teen pregnancy prevention simulation only for unmarried, teenaged members of the

---

26 One program evaluator provided an alternative perspective. She suggested that a program implemented nationally could have larger effects than these small-scale programs, since a large-scale program might induce the many adolescents participating in it to affect one another’s behavior. She also argued that a well-funded, ongoing, national program might improve over time as the individuals designing and administering it learn how best to refine its curriculum and reinforce its message based on the rich array of programmatic experiences that would be afforded by a large-scale implementation. For the purposes of the present exercise, however, I opt to rely upon the assumption of the bulk of experts with whom I spoke that taking an effective program to scale would likely dilute its effects.
simulation population who are tagged as “low-SES,” under the assumption that socioeconomic status serves as a reasonable proxy for “at-risk” status. Table 3 summarizes the parameters that are used to implement the simulation of this program under the initial and alternative assumptions described above.

Table 3. Parameters Used to Simulate An Evidence-Based Teen Pregnancy Prevention Program for At-Risk Teens That is Implemented on a National Scale

<table>
<thead>
<tr>
<th></th>
<th>Effects of Intervention on the Proportion of Low-SES Teens Who Have Sex During an Average Three-Month Period</th>
<th>Effects of Intervention on The Proportion Of Low-SES Teenaged Males Who use Condoms During Intercourse</th>
<th>Effects of Intervention on The Proportion of Low-SES Teenaged Females Who use Oral Contraception During Intercourse</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initial Specification</strong></td>
<td>7.5% reduction</td>
<td>12.5% increase</td>
<td>12.5% increase</td>
</tr>
<tr>
<td><strong>Alternative Specification</strong></td>
<td>--</td>
<td>12.5% increase</td>
<td>12.5% increase</td>
</tr>
</tbody>
</table>

27 I do not model behavioral changes among the small group of low-SES teens who are married. I choose not to include married teens in this simulation for several reasons. First, the participants in the programs included in this synthesis were almost all unmarried, and it is unclear whether it would be appropriate to apply to married couples the assumptions described above regarding the effects of these programs on the (overwhelmingly-unmarried) populations that they served. Second, it seems particularly unreasonable to assume that a pregnancy-prevention program would induce temporary abstinence among married couples. Third, although one could imagine that a well-structured program might cause married teen couples to use contraception more effectively than would otherwise have been the case, such a program might differ in structure and tone from the ones studied here, which appear, for all practical purposes, to have been geared specifically towards unmarried teens. Thus, it might not be the case that a common intervention would affect married and unmarried teens alike. And finally, married teens are such a small group within the simulation population (and within the real-world population) that including them in the intervention’s target group would have no material effect on the qualitative implications of the simulation’s results.

28 In Thomas and Monea (2009), my coauthor and I report that surgical sterilization, condoms, and oral contraception (i.e., the pill) are each used by somewhat less than a third of contraceptors, and that the remaining share of contraceptors rely on one of a multitude of alternative options. In constructing FamilyScape, we therefore chose to simulate the use of only these three methods. The sub-set of female contraceptors who report having used other methods are, for the purposes of the simulation, considered to have used the pill. Thus, simulating a 12.5 percent increase in the number of teenaged pill users here is equivalent to simulating a 12.5 percent increase in the number of female teenagers who use any method of contraception other than condoms or sterilization.
Finally, I discuss the simulation’s assumptions regarding the cost of the intervention. As per the discussion in a previous subsection, I take the effects described above to reflect the simulated program’s average impacts over a two-year period. Given that none of these programs exceeds two years in duration, I make the simplifying assumption that, in order for these effects to be achieved, teens must therefore participate in this “synthetic intervention” once every two years, and I estimate the annual, per-participant cost of such a program to be equal to half of the average total cost of the program per participant. Embedded in this latter assumption is yet another important assumption: that facilitators for these programs must be newly trained every two years. The cost of training facilitators is a key expense for most programs – it might be thought of as constituting the bulk of such programs’ short-run “fixed costs,” such as they are – and, in discussions with individuals who have implemented and evaluated interventions of this sort, I have been advised that their ability to staff their programs with well-trained facilitators is critical to their success. In estimating the cost of a program that is implemented somewhat continuously, one must therefore make some kind of assumption as to the frequency with which its short-run fixed costs (i.e., facilitator training) will be renewed. Because of the pivotal importance of having well-trained facilitators, and under the assumption that there will be turnover in facilitator positions over time, I assume that a new facilitator-training fixed cost will be incurred every two years, and that this cost will be the same each time.

I use the cost estimates reported in Table 2 for the programs included in the synthesis of the evaluation literature to formulate an assumption of the simulated program’s cost. I express the cost of the program in $2008 and on a per-participant basis. I present three cost estimates in Table 2: BART is estimated to cost $70 per participant, SC is estimated to cost $110 per participant, and BPBR and CDT are estimated to cost $120 per participant. The average of these costs is exactly $100. Thus I assume that this program, if implemented on a national scale, would cost $100 per participant every two years, and I therefore assume that the average annual cost of the intervention per low-SES teen (i.e., per member of the target population) would be (100/2) = $50. I combine this estimate with my tabulation of the number of low-SES teens to calculate that the annual cost of the program would be about
$145 million.\textsuperscript{29}

\textsuperscript{29} More specifically, I use the 2002 NSFG to estimate that there are approximately 2.9 million low-SES teens living in the United States. Under the assumption that the intervention would cost $50 per participant per year, I estimate an annual cost of \((50 \times 2,900,000) = $145\) million.
Expanded Access to Medicaid Family Planning

In this section, I describe the parameters that are used to implement the simulation of an expansion in income eligibility for Medicaid family-planning services. I begin by discussing my assumptions regarding the expansion’s effect on contraceptive use. In subsequent subsections, I then compare the results produced by this simulation to those of related studies; I discuss the way in which I account for the fact that individuals would presumably be affected by this expansion only if they live in states that have not yet implemented income-based waivers; I detail my method for imputing income eligibility for take-up of Medicaid family-planning services; and I present estimates of the cost of the expansion.

Medicaid Family Planning Expansion: Estimated Effects

As is discussed in Thomas (2010), women have traditionally been able to take up Medicaid family-planning services only if: a) they are pregnant or have children and b) their incomes fall below a relatively low threshold. Over the last 15 years, however, the federal government has granted waivers to 21 states allowing them to serve all income-eligible women – regardless of whether or not they are pregnant or have children – and, in most cases, to raise their income-eligibility thresholds as well.30 And, more recently, the newly-enacted Patient Protection and Affordable Care Act grants states the option to increase their income-eligibility thresholds for family-planning services to a level that is less than or equal to the thresholds that they use to determine eligibility for Medicaid pregnancy-related care.31

In Thomas (2010), implement this simulation under the assumption that income-eligibility

30 Another six states have been granted “duration waivers,” which allow them to extend coverage for Medicaid family-planning services to women who would otherwise have lost their Medicaid coverage for any number of reasons. Four of these six states cover women who received pregnancy-related care through Medicaid but who would normally have lost their access to Medicaid-subsidized family-planning services after the standard 60-day postpartum period during which such services are typically offered. The other two states cover such services for women who would otherwise have lost Medicaid coverage for any reason. Women who qualify for coverage in these states generally receive family planning services for two additional years. However, the paper by Kearney and Levine (2009) described below suggests that these waivers have had little effect on contraceptive use or pregnancy rates. Moreover, the state option in the new health care legislation specifically allows states to expand their income-eligibility criteria for Medicaid family-planning services; it does not allow them separately to extend the period of time over which women are eligible for these services. I therefore focus here only on income-based expansions in eligibility for these services and, in the simulation described below, I assume that these expansions would be implemented in states that were never granted any family-planning waivers and in states that were only granted duration waivers. For state-by-state information on Medicaid family-planning waivers, see Guttmacher Institute (2010a).

expansions take place in all states that have not yet implemented them (hereafter, "non-waiver states"). In point of fact, the health-care legislation could affect some states that have already implemented income-eligibility expansions (hereafter, "waiver states"). A comparison of waiver states’ income-eligibility thresholds for Medicaid pregnancy care as reported in Kaiser Family Foundation (2010) and of their thresholds for Medicaid family-planning services as reported in Guttmacher Institute (2010a) suggests that, in five of these states, the former is greater than the latter. Thus, it is possible that this small number of states could also incrementally increase their income-eligibility thresholds somewhat further. For purposes of simplicity, however, I ignore this possibility here.

I develop parameters for this simulation using results reported in Kearney and Levine’s (2009) excellent paper, in which the authors estimate the impact on women’s contraceptive use of previous income-eligibility expansions in waiver states. I use their estimates of the effects of these expansions to parameterize this simulation because: a) according to my calculations, the population-weighted average income-eligibility threshold for Medicaid family-planning services in waiver states is about 190 percent of poverty; and b) I also calculate that the population-weighted average income-eligibility threshold for Medicaid pregnancy care in non-waiver states is about 195 percent of poverty. Given the similarity between these thresholds, I assume that the effects of waiver implementation in waiver states provide a reasonably good indication of what might occur in non-waiver states if they were to avail themselves of the new family-planning option.

32 Specifically, the income-eligibility thresholds for Medicaid pregnancy care and for Medicaid family-planning services in Iowa are 300 percent and 200 percent of poverty, respectively; the corresponding thresholds in Minnesota are 275 percent and 200 percent of poverty; the corresponding thresholds in New Mexico are 235 percent and 185 percent of poverty; the corresponding thresholds in Virginia are 200 percent and 133 percent of poverty; and the corresponding thresholds in Wisconsin are 300 percent and 200 percent of poverty.

33 On the income-eligibility thresholds for Medicaid family-planning services in waiver states, see Guttmacher Institute (2010a). The above-referenced estimate of the average income-eligibility threshold for Medicaid pregnancy care services across non-waiver states was calculated using data reported in Kaiser Family Foundation (2010). The population weights for these calculations were developed using data from United States Census Bureau (2010).

34 There is a provision in the new health-care law that could cause the impact of the expansions that I simulate (hereafter, "the simulated expansions") to be somewhat smaller after a period of a few years than is suggested by Kearney and Levine’s estimates. Under the new law, states will be required to extend Medicaid coverage to adults with incomes under 133 percent of the poverty line starting in 2014 (hereafter, "the 133-percent expansion"); sources: National Campaign to Prevent Teen and Unplanned Pregnancy, 2010 and United States Congress, 2010). About half of states cover some (but not all) childless adults, and, although all states cover at least some low-income parents, the income-eligibility thresholds for such coverage are below 133 percent of poverty in the majority of states (Kaiser Family Foundation, 2009). Thus, the baseline conditions that prevailed
Among the outcomes that Kearney and Levine consider in their paper, the ones that are most relevant for this discussion are: a) the probability of having failed to use contraception at last intercourse (which is estimated only among women who reported having had sex in the previous three months); b) the incidence of birth; and c) the incidence of abortion. The authors’ analyses of the first of these three outcomes were conducted using individual-level data on women in waiver and non-waiver states. For their analyses of the other two outcomes, they use state-level data. In most instances, the authors conduct separate analyses for teens and non-teens, although, for their analyses of the incidence of abortion, they estimate models for teens and for all women. They do not conduct a separate abortion analysis for non-teens because of limitations in the data available to them.

For their analyses of the effects of income-based waivers on contraceptive use among teens, the authors adopt a difference-in-differences strategy in which they identify the effects of the policy by comparing changes in contraceptive use over time between women who do and do not live in waiver states. For their analysis of the effects of these waivers on contraceptive use among non-teens, the authors adopt a triple-difference strategy in which they identify the in the non-waiver states that essentially formed Kearney and Levine’s control group will be somewhat different once the 133-percent expansion is in place. Specifically, there are some women who – absent the 133-percent expansion – would be made eligible for family-planning services under the simulated expansions, but who – once the 133-percent expansion is implemented – will be eligible for these services whether or not the simulated expansions take place, since family planning constitutes a core benefit for Medicaid beneficiaries. I am unaware of any published data that would allow me to estimate precisely the number of women who could eventually be made “redundantly eligible” by the simulated expansions and the 133-percent expansion. However, Dubay et al. (2009) and Cook et al. (2009), in anticipation of its inclusion in the final health-care reform bill, estimate the number of uninsured adults who would be eligible for public insurance under the 133-percent expansion. Based the results of a series of back-of-the-envelope calculations using data reported by Dubay and her coauthors, by Cook and her coauthors, and by Kearney and Levine, I conclude that, depending upon the extent to which the 133-percent expansion crowds out private insurance, between about 25 percent and about 50 percent of the women who would be made eligible for family-planning services by simulated expansions will eventually be made eligible by the 133-percent expansion, even if the simulated expansions do not occur. Thus, my estimates of the simulated expansion’s impacts on the national incidence of pregnancy, birth, and abortion should be considered to be reflective of the expected effects of the simulated expansions only over the next few years. The effects of such expansions in later years might be 25 percent to 50 percent smaller than is suggested by my results. On the other hand, my estimates of the simulated expansions’ benefit–cost ratios (and of its costs per birth and pregnancy prevented) would likely be unaffected by this consideration, since – as is discussed in a subsequent subsection – I make the simplifying assumption that there is a constant marginal cost for each additional woman served by the program. To summarize, then: a) the results reported here reflect the simulated expansions’ projected effects on the number of pregnancies and various pregnancy outcomes in the next few years; b) the simulated expansions’ effects on these outcomes in later years might be between 50 percent and 75 percent of the magnitude suggested by my results; and c) the benefit–cost ratios and cost-effectiveness estimates reported here can be considered to reflect my projections of the simulated expansions’ estimated effects both over the next few years and in later years.
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effect of the policy by comparing changes over time in women’s behavior on the basis of whether they live in waiver states and on the basis of whether their incomes make them newly eligible to take up these services. The authors do not adopt a triple-difference strategy for teens due to concerns about their ability to measure income accurately for this group. For their analyses of the waivers’ effects on birth and abortion rates, the authors adopt a difference-in-differences strategy in which they identify the effects of the policy by comparing changes in these outcomes over time between states that did and did not implement waivers. For these latter analyses, the authors present results from three different specifications. In one specification, they do not control for state-level trends; in a second specification, they include linear controls for state trends; and, in a third analysis, they include linear and quadratic controls for such trends. In the discussion below, I focus on the results for the third of these specifications.

Table 4 summarizes the key results from Kearney and Levine’s analyses. Bolded results are statistically significant at or beyond the .05 level. With respect to contraceptive use, the authors find income-based waivers reduced the probability of having failed to use contraception at last sex among non-teens by a little more than five percent, and that the relationship between waiver implementation and contraceptive use among teens was not statistically significant. Regarding the latter finding, I would note that the relevant coefficient in the contraceptive-use regressions for teens is (barely) correctly-signed, and that its standard error is quite large. Thus, I interpret these results as suggesting not that the waivers had no effect on teenage contraceptive use, but instead that the authors’ estimates are not precise enough to allow them to identify any such effect that the waivers might have had.

The authors also present results from a set of simple difference-in-differences analyses of the waivers’ effects on contraceptive use and sexual activity among non-teens. The results of these analyses are qualitatively similar the results of their triple-difference analyses. I focus here on the results from the authors’ triple-difference analyses, since they were produced using what I consider to be a superior identification strategy.

The authors also estimate the effects of both income-based and duration waivers on sexual activity. They find that neither type of waiver had a significant effect on the sexual activity of non-teens, but their results do suggest that there was a significant and negative relationship between the implementation of both income and duration waivers and sexual activity among teens. However, they write that they are skeptical of this finding because it seems implausible that the implementation of these waivers could have caused teenagers to have less sex, and because their analyses that produced these results do not include a within-state control group (i.e., the authors do not compare the sexual behavior of teenaged women who are and are not newly eligible to take up subsidized family-planning services in states that implemented waivers). I find these arguments to be convincing, and I therefore assume, in the simulation of expanded eligibility for family-planning services, that this expansion does not affect the sexual activity of either teens or non-teens.
had. Moreover, as will be discussed in more detail below, the authors find that income-based waivers did in fact have a statistically-significant effect on teen birth rates in states in which they were implemented. For the purposes of parameterizing the simulation, I therefore interpret the authors’ overall results as suggesting that income-based waivers increased contraceptive use among teens as well as non-teens. More specifically, I assume that implementation of these waivers caused five percent fewer sexually-active teenaged and non-teenaged women to fail to use contraception at a given sexual encounter.37

The bottom two rows of the table show Kearney and Levine’s estimates of the waivers’ effects on the incidence of birth and abortion in states within which they were implemented. The authors find that income-based waivers had a significant effect on the birth rates of teens and non-teens but were not significantly related to abortion rates for either group. However, the standard errors for the abortion estimates shown below are both large. The authors therefore write of their results that “this is not conclusive evidence that family planning waivers have little or no effect on abortions, but rather it indicates that we are unable to find any evidence in support of such an effect.”38 Given the strong evidence presented by the authors suggesting that income waivers affected birth rates, I assume that they also affected abortion rates. As is discussed in a subsequent subsection, I use the authors’ results regarding the effects of the income waivers on birth rates, in particular, to develop parameters for an alternative specification for this simulation.

37 The 95 percent confidence interval for the authors’ estimate of the effect of income-based waivers on teenage contraceptive use spans from -.254 to .258. Thus, my assumption that the policy caused five percent fewer teens to fail to use contraception is consistent with a point estimate that is reasonably close to the middle of the confidence interval that they report.
38 Kearney and Levine (2009), p. 143.
Table 4. Estimated Effects of Medicaid Family Planning Income-Based Waivers Among Teenaged and Non-Teenaged Women as Reported in Kearney and Levine (2009)*

<table>
<thead>
<tr>
<th>Estimated Effect on the Probability of Not Having Used Birth Control at Last Intercourse</th>
<th>Effects Among Teens</th>
<th>Effects Among Non-Teens or Among All Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>.002 (,.128)</td>
<td>- .053 (.022)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimated Effect on the Number of Abortions (Expressed in Percentage Terms)</th>
<th>Effects Among Teens</th>
<th>Effects Among Non-Teens or Among All Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>.175 (.159)</td>
<td>.075 (.087)</td>
<td></td>
</tr>
</tbody>
</table>

* The first of the two estimates reported in each cell are the coefficients from the authors’ OLS regression models. The quantities included underneath them in parentheses are the corresponding standard errors. Bolded estimates are statistically significant at or beyond the .05 level. Where the authors present results for the same outcome from multiple analyses, the results reported here are taken from their preferred specifications.

Medicaid Family Planning Expansion: Simulation Parameters for Initial Specification

As is stated above, I interpret Kearney and Levine’s results as suggesting that the implementation of income-based waivers caused five percent fewer sexually-active teenaged and non-teenaged women in waiver states to fail to use contraception at a given sexual encounter. The authors define a woman as being sexually active if she has had intercourse during the previous three months. I therefore simulate changes in contraceptive use only among women who have sex at least once every three months, on average. I make the simplifying assumption that all new contraceptors within the simulation use oral contraception. Thus, I model the effects of this policy by switching about five percent of sexually-active women in the simulation population from being non-contraceptors to being pill users. I do not model a comparable change for women who have sex less frequently for three reasons. First, Kearney and Levine’s results do not provide information on any effects that the waivers might have had on women who have sex very infrequently. Second, it seems likely that this policy change would have a smaller effect on the behavior of women who only rarely have sex than on women who have sex relatively often. And third, modeling an increase in contraceptive use among women who have sex fewer than four times per year would likely have little effect on the results of the simulation.
I assume that that the simulated policy change would induce an increase in contraceptive use within all non-waiver states. So, if, say, 40 percent of all births are estimated to occur in these states, and if the expansion in income eligibility is estimated to have reduced the number of births by, say, five percent in these states, then the policy would be estimated to have reduced births \textit{nationally} by \((4 \times 0.05) = 2\) percent. Because the average eligibility threshold for Medicaid family-planning services in non-waiver states would be about 200 percent of poverty under the assumptions for this simulation – and since, according to my tabulations of 2002 NSFG data, a little more than 70 percent of women who use publicly-subsidized contraception are unmarried – I concentrate all of the simulated increase in contraceptive use among non-contraceptors who are estimated to be under 200 percent of the poverty line, and I model these changes in such a way as to ensure that about 70 percent of the resulting increase in contraceptive use occurs among women who are unmarried.\textsuperscript{39} In subsequent subsections, I present estimates of the share of pregnancies and various pregnancy outcomes that occur in non-waiver states, and I discuss the method by which each agent in the simulation is assigned an income-to-needs status relative to twice the poverty line.

\textit{Medicaid Family Planning Expansion: Simulation Parameters for Alternate Specification}

As is discussed above, Kearney and Levine (2009) find that the implementation of income-based waivers induced five percent fewer sexually-active women to use contraception at last sex and produced a two percent reduction in the non-teen birth rate in states in which those waivers were implemented. However, when I model a five percent reduction in the number of women who use contraception at a given act of intercourse, the resulting reduction in childbearing among non-teenaged women within the simulation is about eleven percent in the simulation that uses what I call my “baseline pregnancy-outcome assumptions” and about seven percent in the simulation that uses what I call my “unintended-pregnancy assumption.”

\textsuperscript{39} Regarding the marriage rate among users of publicly-subsidized contraception, I find that 73 percent of women using subsidized contraception – and that 71 percent of women using contraceptive service subsidized by Medicaid in particular – are unmarried. These tabulations exclude subsidized tubal ligations. If tubal ligations are included in one’s tabulations, the equivalent rates of non-marriage for these two groups are 72 percent and 79 percent, respectively. To be clear about my treatment of income-to-needs status within this simulation: I assume that the policy change induces a five percent reduction in the number of \textit{all} sexually-active women who fail to use contraception at a given sexual encounter, and I assume that all of the women who newly use contraception fall below 200 percent of poverty.
outcome assumptions” (see the last section of this report for a description of the differences between these two versions of the simulations). The simulated impact of an equivalent change in contraceptive use among teens on teen births is also larger than the corresponding estimates reported by Kearney and Levine, but to a lesser extent.

One might interpret these results as suggesting that the authors’ findings regarding the waivers’ effects on contraceptive use and on childbearing are incompatible. However, an inspection of the results reported in Table 4 shows that there is considerable uncertainty around the reported estimates of the effects of the policy on both outcomes. For example, the 95 percent confidence interval around the authors’ point estimate of the effect of the implementation of income-based waivers on contraceptive use extends from about .9 percent to about 9.7 percent, and the confidence interval around their estimate of these waivers’ effect on the non-teen birth rate extends from about .2 percent to about 3.8 percent. There are a range of values in the former confidence interval that produce reductions in childbearing within the simulation that are consistent with a range of values contained in latter interval. I therefore conduct a second simulation in which I assume that income-based waivers reduce the number of sexually-active women who fail to use contraception by about 2.5 percent, which produces a 3.65 percent reduction in simulated non-teen childbearing in the version of the simulation that uses my unintended-pregnancy-outcomes assumptions.40 Both of these estimates are contained within the relevant confidence intervals from Kearney and Levine’s paper. The alternative simulation’s estimates of the policy’s effect on teen childbearing and contraceptive use, and on teen and non-teen abortions, are also contained within the corresponding confidence intervals reported by Kearney and Levine.

I also conduct a third simulation (results not reported here) in which I assume that the policy induces a reduction of a little less than two percent in the number of women who fail to use

40 One might alternatively think of this specification as reflecting an assumption that non-waiver states would, if they were to relax their eligibility criteria, not be as generous as the “first-mover” states that applied for (and were granted) income-based waivers. Indeed, there is already some variation across states in the generosity of their Medicaid family-planning programs. For example, a Kaiser Family Foundation (2007) report indicates that a minority of state Medicaid programs (less than one fifth) cover no over-the-counter birth-control methods. Thus, it is possible that first-mover states might, on the margins, have been willing to spend greater proportions of their budgets on family-planning services than would other states.
contraception at a given act of intercourse. This estimate is also contained within the relevant confidence interval from Kearney and Levine’s paper, and it produces a reduction of about two percent in simulated non-teen childbearing. Thus, there is in fact an estimate of the policy’s effect on contraceptive use that: a) is in the bottom portion of the corresponding confidence interval reported in Kearney and Levine’s paper, and b) produces an effect on childbearing within the simulation that is nearly identical to the point estimate that the authors report for the same outcome. However, given that this estimate of the policy’s effect on contraceptive use is considerably lower than the equivalent point estimate reported by Kearney and Levine, I opt instead to report in Thomas (2010) my results for the “middle” option, in which I assume that the policy reduces the number of women who fail to use contraception at a given act of intercourse by about 2.5 percent. Since this simulation produces an effect on childbearing that is closer to the estimates reported by Kearney and Levine, I consider it to be the preferred specification for these simulations.

Medicaid Family Planning Expansion: Comparison of Simulation Estimates to the Results of Kearney and Levine (2009) and Frost et al. (2006)

I now summarize differences between the results of the simulations described here and the results reported by Kearney and Levine and by Frost et al. (2006) in terms of the implied share of births prevented by expanded income-eligibility for Medicaid family-planning services. The latter paper presents results from a series of simulations that estimate the impact of expansions in eligibility for Medicaid family-planning services and therefore serves as a useful point of reference against which to compare my findings. Frost and her coauthors estimate the impact of a variety of different Medicaid expansions, and, in what they call their “scenario pregnancy care” option, they assume that states would be required to set the income level that they use to determine eligibility for Medicaid-subsidized family-planning services equal to the income level that they use to determine eligibility for Medicaid pregnancy care. Since this is essentially the option given to states under the new law, and since it is also essentially the policy that I model in my own simulations, I use the authors’ results from that particular analysis for the purposes of these comparisons. As is discussed above, Kearney and Levine present separate estimates of the effects of income-based

---

41 Frost and her coauthors do not simulate the effects of Medicaid expansions on contraceptive use. Thus, it is not possible for me to use their results to parameterize an alternative specification of this simulation.
waivers on births among teens and non-teens. In order to achieve comparability across estimates, I present here a weighted average of the two, which is to say that I use the authors’ results to estimate the impact of income-based waivers on teen and non-teen births combined.

The results reported in Thomas (2010) express estimates of this policy’s effects in terms of the share of all births nationally that would be prevented if all non-waiver states were to take up the state family-planning option. However, in order to achieve comparability between the results presented in that study, in the Frost et al. report, and in the Kearney and Levine paper, I present estimates here of the impact of these waivers on the incidence of birth only in non-waiver states. Thomas (2010) reports results for four different Medicaid simulations: the version of the initial specification that uses FamilyScape’s original pregnancy-outcome assumptions, the version of the initial specification that uses unintended-pregnancy-outcome assumptions, the version of the alternative specification that uses the original pregnancy-outcome assumptions, and the version of the alternative specification that uses unintended-pregnancy assumptions. In these four specifications, the simulation results imply that, in states in which income-eligibility expansions are implemented, they would prevent 9.8 percent of births, 7.3 percent of births, 4.9 percent of births, and 3.6 percent of births, respectively.

According to my analysis of Kearney and Levine’s results, their estimates suggest that the policy would prevent 2.2 percent of the births that occur in non-waiver states, and, according to my analysis of the results reported by Frost et al., their estimates suggest that an equivalent policy would prevent 8.4 percent of the births occurring in the same states. For the most part, then, my estimates fall in between those of Kearney and Levine and Frost et

---

42 I make this calculation for Frost et al.’s results using estimates reported in their Table 3.5, which presents state-by-state estimates of the policy’s impact on the number of births under their “scenario pregnancy care” assumption. I tabulate the total number of births prevented in states that have not yet implemented income waivers, and I calculate the ratio of the number of prevented births to the number of all births in these states using state-level birth data from the NVSS system. In order to calculate an equivalent quantity using Kearney and Levine’s results, I again use NVSS data to estimate the total number of births that occur to teens and non-teens in the same states. I apply the authors’ estimates of the effect of the policy on teen and non-teen births to age-specific tabulations of births in these states to calculate the total number of births that would be prevented, and I then calculate the ratio of the number of prevented births to the total number of births that occur in these states.
al. For example, the estimate from my preferred specification of this simulation (i.e., the version of the alternative specification that uses unintended-pregnancy-outcome assumptions) is a little more than 60 percent above the corresponding estimate reported by Kearney and Levine and a little less than 60 percent below the corresponding estimate reported by Frost et al.

**Medicaid Family Planning Expansion: Estimating the Share of Pregnanies and Various Pregnancy Outcomes that Occur in Non-Waiver States**

I adjust my initial estimates of the effect of expanding Medicaid family-planning services to reflect the fact that such expansions have already taken place in 21 states. I make these adjustments using estimates of the share of pregnancies and various pregnancy outcomes that occur in non-waiver states. Table 5 reports my estimates of these quantities.

<table>
<thead>
<tr>
<th></th>
<th>Pregnanies</th>
<th>Births</th>
<th>Out-of-Wedlock Births</th>
<th>Abortions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Among all women</strong></td>
<td>37.3%</td>
<td>37.4%</td>
<td>37.2%</td>
<td>36.8%</td>
</tr>
<tr>
<td><strong>Among teenaged women</strong></td>
<td>36.4%</td>
<td>36.6%</td>
<td>37.1%</td>
<td>35.9%</td>
</tr>
</tbody>
</table>

* Estimates of the share of births that occur in non-waiver states are calculated using data from the National Vital Statistics System (NVSS); estimates of the share of abortions occurring in non-waiver states are calculated using data from Guttmacher Institute (2010b) and Henshaw and Kost (2008); and estimates of the share of pregnancies occurring in these states are based on the aforementioned, state-specific data on the incidence of abortion and childbearing in the same states.

As an example of the way in which these adjustments were made: I estimate that 37.4 percent of all births occur in non-waiver states. For the initial specification of this simulation, my results suggest that the implementation of income-based waivers reduces the number of births by 9.8 percent in the states in which they are implemented. I therefore estimate that the policy would reduce the number of births nationally by \((0.374 \times 0.098) \approx 3.7\) percent, and I make comparable calculations for the other outcomes for which results are presented in Thomas (2010). I report national-level results for this simulation in that table so that they will be comparable to the estimated effects of other simulated policies.
Medicaid Family Planning Expansion: Imputing Income Eligibility

For reasons that are discussed in a previous subsection, I assume that the expansion in Medicaid family-planning services would only affect women who are below 200 percent of the poverty line. I therefore concentrate all of the increase in contraceptive use for these simulations among women who are estimated to fall below this threshold. I discuss here my method for imputing women’s income-to-needs status. In Monea and Thomas (2010), my coauthor and I detail our method for imputing income-to-needs status to pregnant women. As is discussed in that report, we conduct those imputations for the purpose of determining whether pregnant women and their children qualify for publicly-subsidized benefits and services such as Medicaid-subsidized care for pregnant women and infants and a range of other means-tested benefits provided to young children. For the Medicaid simulation, it is necessary that I identify women who are assumed to fall below 200 percent of the poverty line in order to determine eligibility for Medicaid family-planning benefits. The imputation process described in Monea and Thomas (2010) relies on the results of analyses of real-world data on the income-to-needs statuses of pregnant women. For this simulation, however, I use data instead for all women regardless of whether or not they are pregnant, given that the availability of Medicaid family-planning services is not conditioned on pregnancy status. I use CPS data for these imputations, since the CPS is widely accepted as the most reliable source of information on individuals’ income-to-needs statuses; and I use 2002 data in particular, since I use data from the NSFG from the same year to impute income-to-needs statuses to pregnant women and since FamilyScape is largely parameterized using data from that year.

Other than the fact that I use a different data source and a different subsample for these imputations, I adopt an approach that is almost identical to the one described in Monea and Thomas (2010). First, I use CPS data to conduct separate OLS regressions for married and unmarried women in which the dependent variable is set equal to one if a woman is below 200 percent of the federal line and zero if she is not. The independent variables included in these regressions control for age, race, and educational attainment.43 These variables are

---

43 In the income-to-needs regressions among pregnant women that are described in Monea and Thomas (2010), a control variable is also included to account for socioeconomic status (SES). However, FamilyScape’s
coded in a manner that is consistent with the coding of the variables used to parameterize FamilyScape. The results of these regressions are reported in Table 6. These coefficients are used to assign to every woman in the simulation population a probability of falling below twice the poverty line. For each woman, the results of a unique random draw from a uniform (0,1) distribution are then compared to her assigned probability in order to impute a binary income-to-needs status for her.

The results reported in Table 19 in Monea and Thomas (2010) show that a larger share of pregnant women than of all women fall below 200 percent of the poverty line. This is especially true for unmarried women. I therefore make the simplifying assumption for the purposes of this simulation that any woman who is imputed to be below 200 percent of the poverty line before becoming pregnant will remain below this threshold if and when she becomes pregnant. Thus, I assume that all pregnant women who were imputed to be below 200 percent of the poverty line before becoming pregnant will qualify for publicly-subsidized benefits and services. In other words, I assume that all pregnancies prevented by the expanded provision of subsidized contraception through Medicaid would, had those pregnancies occurred, have qualified to be publicly subsidized. See Monea and Thomas (2010) for further discussion of the methods that were used to estimate the public cost of subsidized pregnancies and of the way in which income-to-needs statuses are imputed to pregnant women.

---

measure of socioeconomic status is determined by maternal educational attainment, and the CPS does not contain information on this characteristic (the regressions for pregnant women were conducted using the NSFG, which does contain such data). Thus, these regressions do not control for SES.
<table>
<thead>
<tr>
<th></th>
<th>Unmarried Women</th>
<th>Married Women</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age:</strong> 20-24</td>
<td>0.2561***</td>
<td>-0.0297</td>
</tr>
<tr>
<td><strong>Age:</strong> 25-29</td>
<td>0.2205***</td>
<td>-0.1029**</td>
</tr>
<tr>
<td><strong>Age:</strong> 30-44</td>
<td>0.2225***</td>
<td>-0.1532***</td>
</tr>
<tr>
<td><strong>Education:</strong> More Than High School</td>
<td>-0.2892***</td>
<td>-0.4138***</td>
</tr>
<tr>
<td><strong>Education:</strong> High School</td>
<td>-0.0714***</td>
<td>-0.2474***</td>
</tr>
<tr>
<td><strong>Race:</strong> Black</td>
<td>0.0965***</td>
<td>0.0754***</td>
</tr>
<tr>
<td><strong>Race:</strong> Hispanic</td>
<td>0.0977***</td>
<td>0.1133***</td>
</tr>
<tr>
<td><strong>Race:</strong> White</td>
<td>-0.0998***</td>
<td>-0.0711***</td>
</tr>
<tr>
<td><strong>Constant</strong></td>
<td>0.4174***</td>
<td>0.7209***</td>
</tr>
</tbody>
</table>

Mean of Predicted Values  0.411  0.251

P-Value for Joint Test of all Coefficients  0.000  0.000

Adjusted R²  0.1058  0.1842

N (unweighted)  23,508  24,994

N (weighted)  31,486,654  30,382,384

Note: One asterisk (*) indicates that the parameter estimate is statistically significant at or beyond the .1 level, two asterisks (**) indicate that the estimate is significant at or beyond the .05 level, and three asterisks (*** ) indicate that the estimate is significant at or beyond the .01 level. The reference categories for the age, education, and race covariates are, respectively, teens aged 15 – 19, individuals with less than a high-school education, and individuals whose race categories are coded as “other.”
Kearney and Levine use data from reports published by the Guttmacher Institute to estimate that the average annual cost per woman served of publicly subsidizing family-planning services is $188. The authors note that this estimate reflects the average cost per woman currently served, rather than the marginal cost of serving a new Medicaid client. They make the simplifying assumption that there is a constant marginal cost for providing family-planning services to new clients. I make the same assumption here. Kearney and Levine also estimate that, for every 1,000 women of childbearing age in waiver states, 54 more obtain family-planning services through Medicaid as a result of the implementation of income-based waivers. I use these two estimates in conjunction with my tabulation of the number of women of childbearing age living in non-waiver states to estimate that the total cost of the expansion would be about $235 million.44

I assume that the cost of the program would be the same under the initial and alternative specifications for this simulation – which is to say that, when I assume under the alternative specification that the program would have a smaller impact on contraceptive use, I do not assume that this smaller impact would be a function of more limited participation in the program. Instead, I assume that the expansion of Medicaid services would crowd out privately-subsidized insurance to a greater extent in the alternative specification than in the initial specification of the simulation. One might therefore consider the amount of crowd-out associated with previous Medicaid expansions in order to gauge the plausibility of these two specifications’ assumptions regarding the take-up of – and the behavioral changes induced by – expanded Medicaid family-planning services.

In their landmark work on this topic, Cutler and Gruber (1996) estimate the extent of crowd-out associated with earlier expansions in Medicaid eligibility for low-income pregnant women and children. They find that 49 percent of the increase in Medicaid coverage

44 Specifically, I use data from the 2008 American Community Survey to estimate that there are about 23.3 million women of childbearing age living in non-waiver states (like Kearney and Levine, I define a woman as being of childbearing age if she is between the ages of 15 and 44). Under the assumption that 5.4 percent of these women would take up Medicaid family-planning services as a result of this expansion and that the average annual cost of the expansion per woman served is $188, I estimate the total annual cost of the program to be ($188*0.054*23.3 million) ≈ $236.5 million. I round this figure down to $235 million for ease of exposition.
produced by these expansions crowded out private coverage. I can not calculate with any precision the amount of crowd-out that is implied in my simulations, since: a) state Medicaid programs provide a variety of family-planning services other than publicly-subsidized contraception, such as pregnancy tests, testing for and treatment of STDs, pap smears, and, in certain instances, abortions; and b) the only two pieces of relevant information included in this simulation relate to the share of all women who use family-planning services and the share of sexually-active women who use contraception as a result of the Medicaid expansions.\textsuperscript{45} In order to produce a reliable estimate of the amount of crowd-out associated with these expansions, I would need to have information on the number of women who use publicly-subsidized services other than those that involve the provision of contraception as a result of these expansions. Since I do not have this information, I instead use the data described above to calculate an upper-bound estimate of the implied amount of crowd-out associated with the expansions. To the extent that these expansions induced some women to claim family-planning benefits other than subsidized contraception – and they undoubtedly did have such an effect, even if I am unable to measure its magnitude – the true extent of crowd-out is lower than is implied by these estimates.

The results of my simulations suggest that about two-thirds of women of childbearing age have intercourse at least once over any given three-month period. Based on other findings reported by Kearney and Levine, I estimate that this level of sexual activity is roughly comparable to the equivalent quantity in their data.\textsuperscript{46} Recall that I assume that 5.4 percent of women of childbearing age take up Medicaid family-planning services in states that implement income-based waivers as a result of their implementation. Recall also that I assume in the initial specification of this simulation that about five percent fewer sexually-

\textsuperscript{45} For examples of the range of services provided under states’ Medicaid family-planning programs, see Florida Department of Health (2010) and New York State Department of Health (2010).
\textsuperscript{46} FamilyScape’s simulation population contains women who are between the ages of 15 and 44, and Kearney and Levine’s analyses are limited to women of the same age. In analyses whose results I do not discuss here, the authors find that the implementation of income-based waivers reduced the number of women who had unprotected sex in the prior three months by 3.3 percent. Because FamilyScape produces generally-realistic rates of sexual activity, the effect of modeling an increase in contraceptive use that is consistent with Kearney and Levine’s findings produces a similar effect on the frequency of unprotected sex within the simulation. Specifically, simulating a five percent reduction in the number of sexually-active women who fail to use contraception at a given act of intercourse produces a 3.2 percent reduction in the number of women who have unprotected sex during any given three-month period. I take the comparability of these results to suggest that the rate of short-term sexual activity within the simulation is roughly comparable to the equivalent quantity in Kearney and Levine’s data.
active women in these states fail to use contraception as a result of these waivers’ implementation. I therefore calculate the ratio of new contraceptors to new claimants of family-planning services to be \(\frac{(.05 \times .67)}{.054} \approx 62\) percent. Under the (heroic) assumption that none of the increase in take-up of these services involves use of any publicly-subsidized benefits other than contraception, I therefore calculate the implied amount of crowd-out within this specification of the simulation to be about \((1 - .62) = 38\) percent. And, for the alternate specification – in which I assume that about 2.5 percent of sexually-active women use contraception as a result of the simulation – I calculate that the implied amount of crowd-out within the simulation is \((1 - \frac{(.025 \times .67)}{.054}) \approx 69\) percent. Given that some women claim Medicaid family-planning benefits other than contraceptive services, the implied amount of crowd-out within the simulations is actually less than the amount suggested by the estimates cited here.

To summarize: I assume for both specifications of the simulation that the expansion in eligibility for Medicaid family-planning services would cost $235 million. The back-of-the-envelope calculations described above suggest that the amount of crowd-out that is implied in the initial specification by the estimates used to make this cost calculation is lower than the amount of crowd-out suggested by Cutler and Gruber’s findings, and that the implied amount of crowd-out implied in the alternate specification may or may not be lower than the amount suggested by Cutler and Gruber, depending on the number of women who claim family-planning services other than those involving the provision of publicly-subsidized contraception.\(^{47}\)

---

\(^{47}\) Recall that Kearney and Levine express their estimates of the effect of the waivers on contraceptive use in terms of the probability that a sexually-active woman used contraception at last intercourse. For practical reasons, I incorporate this finding into the simulations by making the simplifying assumption that, as a result of the implementation of these waivers, a certain share of sexually-active women newly use contraception every time that they have sex. In other words, I assume within the simulations that the share of women who are induced to use contraception at their most recent sexual encounter is equivalent to the share of women who are induced to use contraception at all, and that these new contraceptors use contraception at every act of intercourse. Relaxing this assumption – by assuming, say, that the number of women who are induced to use contraception at all is twice as large as the number of women who used contraception at last sex, and that each of these new contraceptors uses contraception in half of her sexual encounters – should have little effect on the outcome of the simulation, since, under either assumption, the same share of all sexual encounters would involve the use of contraception. However, this assumption does have important implications for the implied amount of take-up, since, the greater the number women who use contraception as a result of the Medicaid expansion, the lower the extent of crowd-out that is associated with the expansion. Thus, the crowd-out estimates calculated above can also be thought of as upper bounds because they do not account for the
Mass Media Campaigns

I begin this section by describing my assumptions regarding the effects of a nationally-implemented mass media campaign encouraging contraceptive use. I then present estimates of the costs of such a campaign.

Mass Media Campaigns: Estimated Effects

In their widely-cited meta-analysis, Snyder et al. (2004) estimate the average effects a wide variety of mass media campaigns. As is discussed in Thomas (2010), the evaluations of these campaigns virtually never use random assignment.\textsuperscript{48} Rather, the best evaluations tend to compare changes over time between a locality (or localities) in which a campaign was implemented and a demographically-similar locality (or localities) in which it was not. Thus, the results of these evaluations should not be considered to be as reliable as the estimates described elsewhere this report of the effects of teen pregnancy prevention programs that were evaluated using random assignment – or even of the estimates of the effects of expansions in eligibility for Medicaid family-planning services, some of which were calculated using a carefully-designed triple-difference strategy. However, since the results of the studies included in the Snyder et al. meta-analysis represent the best estimates to date of the effects of media campaigns, I use them for the purposes of parameterizing this simulation – although, as is discussed below, I also make adjustments to these estimates under the assumption that the studies in question may over-state the effects of the campaigns that they evaluate.

For all of the campaigns included in their study, Snyder and her coauthors report correlation coefficients reflecting the relationship between implementation of a given campaign and the share of the target population whose behavior is estimated to have been affected. These results are not directly interpretable in a way that would help me to develop parameters for this simulation. However, whenever possible, the authors also report estimates of campaigns’ impacts in terms of the proportion of the target population whose members

\textsuperscript{48} For an overview of the methodological challenges inherent to the evaluation of media campaigns, see Noar (2009).
were induced to change their behavior. These estimates can be used to develop parameters for this simulation. Snyder and her coauthors find that, as a whole, the 48 studies included in their meta-analysis had an average effect size of .09. Among studies that reported estimates of the share of the population whose behavior was changed by these campaigns, they find that the relevant campaigns changed the behavior of eight percent of the members of their target populations. However, some of these campaigns – those that encourage the use of seat belts are the most prominent examples – were supported by a regime of legal enforcement. The authors calculate a separate set of average effects after excluding these enforcement campaigns from their analysis. They find that, depending on their specific characteristics, non-enforcement campaigns’ average effect sizes were between .05 and .06, and that these campaigns changed the behavior of between three percent and five percent of the members of their target populations.

Among the campaigns included in the authors’ analysis, four specifically encouraged the use of condoms during sex. The authors report that these sexually-oriented campaigns had an effect size of .04, and that the two campaigns reporting effects in percentage terms changed the behavior of about six percent of the members of their target populations.49 This percentage-point estimate is roughly comparable to the results of a more recent study by Zimmerman et al. (2007). Zimmerman and his colleagues oversaw and evaluated a saturation television campaign encouraging condom use in Lexington, Kentucky. The authors compared the change in the frequency of condom use in Lexington before and after the campaign to the equivalent change during the same time period in Knoxville, Tennessee, which they took to be the study’s control city. Their findings imply that the campaign increased condom use by somewhat more than six percent among members of the overall

49 The evaluations of three of the four sexually-oriented campaigns included in Snyder et al.’s (2004) synthesis adopted a pre-intervention/post-intervention, treatment-community/control-community research design (see CDC AIDS Community Demonstration Projects Research Group, 1999; Keegles et al., 1996; and Santelli et al., 1995). All three of these studies found that the campaigns in question increased condom use. The evaluation of the fourth campaign simply compared individuals who were and were not exposed to the treatment in question after it was implemented (see Snyder, 1991). This fourth study, whose evaluation design was considerably weaker than were the designs of the other three studies, found that the campaign had little or no effect on the behavior of the individuals who were exposed to the treatment. The finding from Snyder et al.’s meta-analysis that such campaigns can change individual behavior is thus a reflection of the fact that the results of the other three (stronger) evaluations outweighed the less-positive results of the weaker study.
target population. I therefore interpret the relevant literature as suggesting that the average media campaign encouraging contraceptive use has the potential to change the behavior of about six percent of the members of its target population. Since (for some studies) all or (for other studies) almost all of the members of the target populations for these campaigns were unmarried, I assume that the simulated campaign would only affect the behavior of unmarried individuals.

In fact, however, the true average effect of such campaigns is probably less than six percent, given that Snyder et al. only consider results reported in published articles, which are presumably less likely to have reported findings of no effect. Moreover, for reasons discussed above, it is difficult to know with certainty whether the relationships that these studies identify are altogether causal or are partly correlational in nature. I therefore adopt Noar’s (2006) assumption that the true average effect of media campaigns may only be about half of the level reported by Snyder and her colleagues, which is to say that I assume that the sexually-oriented campaigns described above altered the behavior of about three percent of the members of their target populations.

The authors’ analysis indicated that the media campaign increased condom use by about 13 percent among the highest-risk half of the population and had no significant effect on the behavior of the lowest-risk half of the population. Thus, the average effect across these two groups was about 6.5 percent. The authors do not appear to have explored in great depth whether there were other factors that might have contributed to the differential changes in condom use that they observe over time between the two cities. Indeed, they present data suggesting that the aggregate trend in condom use before the start of the intervention was negative in Lexington but was positive in Knoxville. However, they do not discuss in detail the implications of these divergent trajectories for their results.

Among the four sexually-related campaigns whose results are included in Snyder et al.’s analysis, one was implemented exclusively for gay men and therefore presumably had relatively little effect on married individuals (see Keegles et al., 1996); the evaluation of another campaign reports that the marriage rate among members of the evaluation sample was only slightly above ten percent (see Santelli et al., 1995); and the evaluations of the other two do not indicate whether the campaign in question focused primarily on unmarried individuals. One would assume, however, that these latter two campaigns focused disproportionately on the unmarried population, since both of them encouraged the use of condoms as a means of avoiding transmission of STDs (see Fishbein et al. 1996 and Snyder, 1991). Additionally, although the authors of the Lexington study do not present tabulations of the marriage rate within their sample, their evaluation appears to have focused primarily on unmarried men, since they report that the members of their sample were a little less than 22 years old, on average (see Zimmerman et al., 2007). Given that virtually all of these campaigns’ messages focus on the importance of using condoms as a means of avoiding contraction of STDs, I assume that their estimated effects can not be taken to suggest what the impact might be of a campaign encouraging contraceptive use among married individuals, since married couples are substantially less likely than unmarried couples to use condoms as their chosen method of contraception, and since STD transmission is presumably much less of a concern for the latter group than for the former.

Given that all of the results described above are specific to campaigns that encourage the use of condoms in particular as a means of avoiding the transmission of STDs, I assume that the simulated campaign would only affect the frequency of condom use. The use of condoms is much more common among young males than among older males. For example, in Thomas and Roessel (2008), my coauthor and I find that about three quarters of sexually-active, unmarried teenaged males report having used a condom at last sex, but that well below half of sexually-active, unmarried older males report having done so. Similarly, the results of the baseline FamilyScape simulations indicate that about 78 percent of sexually-active unmarried teenaged males tend to use condoms during intercourse, but that the same is true of only about 33 percent of older males. Thus, simulating a three-percent increase in the number of all teenaged and non-teenaged men who use condoms reduces the total number of non-condom users by about \((3/22) \approx 14\) percent among unmarried, sexually-active, teenaged males, but by only \((3/67) \approx 5\) percent among unmarried, sexually-active, non-teenaged males. Moreover, since teenaged girls are less likely than non-teenaged women to rely on methods of contraception other than condoms, a proportionally-equivalent increase in condom use among teens and non-teens would have a larger impact on rates of pregnancy and childbearing in the former group than in the latter group.

For both of these reasons, simulating a change in the behavior of the same share of the teen and non-teen populations reduces rates of pregnancy and childbearing by almost three times as much among teens as among non-teens. It seems unlikely that a media campaign’s effect on teens would be so disproportionate. I therefore assume that the simulated campaign induces an increase in condom use that is roughly half as large among teens (about 1.5 percent) as among non-teens (about 3 percent).\(^{53}\) Even after I make this assumption, the campaign’s impacts on simulated rates of pregnancy and childbearing among teens are about 40 percent larger than among non-teens.

\(^{53}\) This assumption is also consistent with diffusion theory, which posits that, as a group’s baseline rate of behavior approaches 100 percent, it becomes increasingly difficult to induce the remaining non-compliers to alter their behavior (Snyder et al., 2004).
Mass Media Campaigns: Estimated Costs

I assume that the simulated campaign would be implemented on a national scale. Not surprisingly, there is evidence that a campaign’s persistence has implications for the durability of its effects. For example, Zimmerman et al.’s (2007) results suggest that the Lexington campaign’s effects began to fade about three months after the cessation of public-service advertisements.54 Thus, I assume that the simulated campaign must be ongoing in order to produce the effects described above on a persistent basis. I develop a set of assumptions regarding the cost of an ongoing, national-level media campaign using itemized data on the costs of similar, health-related campaigns that have been implemented in the relatively-recent past. Specifically, I use data on the American Legacy Foundation’s Truth Campaign, the Centers for Disease Control’s VERB campaign, the Office of National Drug Control Policy’s National Youth Anti-Drug Media Campaign (NYADMC), and the Lexington condom campaign described in the previous subsection. I discuss the costs of each of these campaigns separately below.

The Truth Campaign is an anti-smoking campaign that is funded by United States tobacco companies under the terms of their 1998 settlement with state attorneys general. The plaintiffs brought this lawsuit in an attempt to recover costs to state Medicaid programs for treatment of tobacco-related conditions. The campaign relies heavily on the use of television advertising. Farrelly et al. (2005) find that the Truth Campaign has been associated with substantial declines in youth smoking, and Holtgrave et al. (2009) find that it produced positive results in a cost-effective manner. Holtgrave and his coauthors present itemized estimates of the cost of the campaign during the first three full years of its national implementation. According to my tabulations of the data presented in that paper, the campaign cost about $100 million annually during its first three years, and about 70 percent of these expenditures were devoted to media-related activities (most of the rest of the campaign’s expenditures were spent on administrative costs, public relations, evaluation costs, and a variety of other miscellaneous expenses).

54 Zimmerman et al. (2007).
VERB was a social-marketing campaign sponsored by the federal government that encouraged physical activity among pre-teens and young teens. The campaign relied primarily on the use of television advertisements aired between 2002 and 2006 on cable networks that are popular with children. The campaign was found to have been successful in increasing physical activity among the members of its target population. Krisberg (2005) reports estimates of annual total funding for VERB for the period from 2001 to 2005, and I calculate the average of these annual amounts to be about $68 million. A report from the United States Government Accountability Office (2006b) presents estimates of the campaign’s total spending on media contracts for 2003 – 2005, and I use these data to calculate the average annual level of spending on this line item to be about $60 million. Thus, I estimate that media contracts comprise about \((60/68) \approx 88\) percent of total spending for this campaign.

NYADMC is funded and administered by the federal government and is the largest anti-drug media campaign in United States history. It was launched in 1998 and has historically relied heavily on the use of television advertising. The program has generally been found to have been ineffective. Nonetheless, there are reliable cost data for the program, so I include it in this discussion. Unlike the Truth and VERB campaigns, NYADMC’s media expenditures were matched, which is to say that, in legislation funding for the campaign, Congress mandated that media organizations accepting purchases of air time from the campaign must match the campaign’s spending with a certain amount of in-kind advertising time. Orwin et al. (2006) report estimates of the campaign’s own spending and of the value of the matches provided by media outlets for the period from 1999 to 2004. Based on my tabulations of these data, the value of the match was equal to a little less than 30 percent of the total value of the campaign’s media activities. I use data from that report to estimate that, during these years, the average annual value of the media component of the campaign (including the value of the media match) was about $200 million. I combine these estimates with information reported by the Government Accountability Office (2006a) on total annual

55 Huhman et al. (2007), Centers for Disease Control and Prevention (2010).
56 Huhman et al. (2007).
57 Palmgreen et al. (2007).
58 Ibid.
59 For examples of studies finding that the campaign had few positive effects (or none), see Hornik et al. (2008) and Orwin et al. (2006).
appropriations for the campaign to estimate that the average annual value of the campaign (again, inclusive of the value of the match) was about $230 million. I thus calculate that about \((200/230) \approx 87\%\) of the campaign’s total value was devoted to media-related costs.

The design and estimated effects of the Lexington condom campaign are described briefly in the previous subsection. Seth Noar – who was a member of the team that designed, implemented, and evaluated the campaign – provided me with rough estimates of various components of the campaign’s costs. These estimates suggest that the campaign spent a total of about $450,000 to purchase nine months of air time for advertisements.\(^{60}\) I therefore estimate that the cost of twelve months of air time in the Lexington market would have been \((\frac{450,000}{.75}) = 600,000\). The campaign was given a one-to-one match by local network affiliates. I therefore estimate the total annual value of air time for a year-round version of this campaign to be $1.2 million.

I calculate that the Lexington media market constitutes about one half of one percent of the size of the overall national media market.\(^{61}\) I therefore assume that the television-advertising costs for a national media campaign whose intensity is equivalent to that of the Lexington campaign – and that receives no matching and is implemented on a continuous basis – would be about \((200*1.2) = 240\) million. Noar also told me that the Lexington campaign spent $100,000 to develop its ads. I assume that, if this campaign were taken to scale nationally, substantially more funding would be required to develop and produce its advertisements, since the campaign would presumably need to appeal to a broader audience. Thus, I assume that a national equivalent of the Lexington campaign would require $1 million to develop its ads.\(^{62}\) I therefore assume that total media-related costs for such a campaign would be \((240 + 1) = 241\) million. Recall that I estimate that the Truth, \(V/ERB\), and NYADMC campaigns spent about 70, 88, and 87 percent of their total budgets,

---

\(^{60}\) The campaign that was evaluated for the analysis described above actually lasted for three months and cost about $150,000. However, Noar told me that the campaign’s evaluators also aired two other three-month campaigns for other purposes, and that the air time for these campaigns also cost about $150,000 each.

\(^{61}\) Based on my tabulations of data reported by Nielsen Media (2010).

\(^{62}\) In fact, if I had instead assumed that the expense associated with developing these ads was higher or lower by an order of magnitude, my bottom-line conclusions about the cost of the simulated campaign would be the same, since, under any of these scenarios, the cost of airing the campaign overwhelms the cost of developing its advertisements.
respectively, on media-related costs. The average of these three estimates is about 82 percent. As such, I estimate that the total annual cost of a Lexington-style campaign implemented on an ongoing, national basis (and without matching) would be \((241/.82) \approx 295\) million.

Table 7 summarizes my estimates of the average annual costs of each of these four campaigns under the assumption that they do not benefit from any matching. I also report estimates of each campaign’s intensity, as reflected in its targeted gross-point rating (GRP) per week.\(^{63}\) A GRP measures the sum of the ratings points per spot for a given television advertisement over a particular period of time. For example, if an advertisement airs twice in a given week, and if the times at which it airs have ratings of 2.0 and 2.5, then that advertisement’s GRP for the week is 4.5. The table also indicates whether the bulk of the evaluations for each campaign deemed it to have been effective. I do not inflate the estimates below to $2008 because I only use them in a very qualitative sense to develop assumptions about the cost of a media campaign.

The *Truth* and *VERB* campaigns’ estimated costs are quite a bit lower than are those of NYADMC and the Lexington campaign. This cost differential is mirrored by (and is almost certainly a function of) the higher intensity of the latter two campaigns. Given that these data paint two rather different portraits of the cost of such a campaign, I make two different assumptions for the policy simulations regarding the simulated campaign’s cost. For the initial specification of the simulations, I assume that the campaign would cost $100 million annually and, in an alternative specification, I assume that it would cost $250 annually. I do not, however, assume that the campaign’s effectiveness varies with cost, since – as can be seen below – relatively-more-expensive campaigns are not necessarily more effective. To summarize, then, I assume for both specifications that the campaign would have the effects described in the previous subsection, and I assume its annual costs to be $100 million and

\(^{63}\) I calculated the estimate of the per-week GRP for the *Truth* campaign using data taken from Farrelly et al. (2005) on the campaign’s exposure during a period beginning in February 2000 and ending in the second quarter of 2002. The equivalent estimate for the *VERB* campaign was taken from Huhman et al. (2007) and is an average of the authors’ estimates of the GRPs per week for the campaign during the first two years of its implementation. The equivalent estimate for NYADMC was taken from Orwin et al. (2006) and is based on data from the 1999 – 2004 time period over which the cost estimates cited above were calculated. The equivalent estimate for the Lexington campaign was taken from a transcript of a forum in which Seth Noar stated that the campaign had a rating of more than 200 GRPs per week (see Kaiser Family Foundation, 2006).
$250 million in the initial and alternative specifications, respectively. One might think of the lesser of these two estimates as corresponding to the cost of a campaign that is able to secure matching from television outlets. On the other hand, the less-expensive campaigns described above are actually the ones whose media expenditures were not matched. Thus, I would simply note that the simulated campaign’s costs could be lower than are assumed here to the extent that it is able to secure substantial matching from the stations on which its advertisements are aired.

<table>
<thead>
<tr>
<th>Campaign</th>
<th>Estimated Cost</th>
<th>Estimated Campaign Intensity</th>
<th>Campaign Estimated to be Effective?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Truth</strong></td>
<td>$100 million</td>
<td>117</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>VERB</strong></td>
<td>$60 million</td>
<td>147</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>NYAMC</strong></td>
<td>$230 million</td>
<td>254</td>
<td>No</td>
</tr>
<tr>
<td><strong>Lexington Condom Campaign</strong></td>
<td>$295 million</td>
<td>&gt; 200</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Miscellaneous Issues Related to Simulation Implementation

In this final section of the report, I address a variety of over-arching technical issues, including: a) the time period for the data used to parameterize these simulations; b) the method by which simulation results were corrected to account for the fact that FamilyScape over- or under-simulates pregnancies for certain key demographic groups; c) notable differences across simulations in the way in which policies’ behavioral effects are modeled; d) the way in which the alternative unintended-pregnancy simulations were specified; and e) the fact that, for some simulations, the behavioral change simulated differs modestly from the targets specified in earlier sections of this report.

Miscellaneous Issues: Implied Time Period for Policy Simulations

The majority of the baseline parameters for the FamilyScape model were developed using data for calendar year 2002. When data from that year were not available, information from the closest available year was used. Other aspects of the simulations were parameterized using data from several different years. For example, parameters were developed for the simulation of a mass media campaign using findings from evaluations of campaigns that were, for the most part, implemented during the 1980s and 1990s; the simulation of an evidence-based teen pregnancy prevention program was parameterized using findings from evaluations of campaigns that were implemented almost entirely during the 1990’s; the Kearney and Levine paper whose results were used to develop parameters for the simulation of expanded Medicaid family-planning services utilized data on existing state-level expansions that were implemented during a period spanning from 1994 to 2006; estimates of the public cost of pregnancy were produced using data from a variety of sources that were primarily gathered between 2001 and 2004; and estimates of policies’ costs and of the cost savings that they would produce are typically inflated to $2008 using the CPI-U-RS or the medical component of the CPI.64

64 For more information on the data used to parameterize the baseline specification of the FamilyScape model, see Thomas and Monea (2009); for more information on the data used to parameterize the simulation of a mass media campaign, see CDC AIDS Community Demonstration Projects Research Group (1999), Fishbein et al. (1996), Keegles et al. (1996), Noar (2006), Santelli et al. (1995), Snyder (1991), and Snyder et al. (2004); for more information on the data used to parameterize the simulation of a teen pregnancy prevention program, see Coyle et al. (2001), Jemmott et al. (1992), Scher et al. (2006), Sikkema et al. (2005), St. Lawrence et al. (1995) and Villaruel et al. (2006); for more information on the data used to parameterize the simulation of an
Ideally, one would prefer to have developed all of these parameters using data from a common – and relatively-recent – year. For obvious practical reasons, however, this was not a realistic objective. Thus, I make the simplifying assumption that the data used to parameterize the simulations are recent enough to approximate currently-prevailing conditions.

**Miscellaneous Issues: Demographic Corrections of Simulation Results**

Each of the policy simulations is implemented for a subgroup of the overall simulation population that is defined based upon individuals’ age and/or marital-status characteristics. Specifically, the simulation of a mass media campaign only affects the behavior of unmarried males, the simulation of a teen pregnancy prevention program only affects unmarried teens, and the simulation of an expansion in Medicaid-subsidized family planning services only affects unmarried females. In its baseline specification, FamilyScape produces rates of pregnancy, birth, abortion, and fetal loss for all of these subgroups that are at least modestly different from their real-world equivalents. For instance, the real-world pregnancy rate among unmarried women is about one percent higher than the simulated rate of pregnancy for the same group. For married couples, the model is less accurate: the real-world rate of pregnancy is about a third lower than the equivalent simulated rate. Within the married and unmarried populations, simulated incidences of pregnancy for teens and non-teens also differ to varying degrees from their real-world equivalents. Among unmarried teens, for example, the real-world pregnancy rate is about 44 percent higher than its simulated equivalent, and, among unmarried non-teens, the real-world rate is about eight percent lower than its simulated equivalent.65

Although FamilyScape is, by agent-based modeling standards, quite realistic, these discrepancies may nonetheless pose problems for the benefit-cost simulations for two reasons. First, they suggest the possibility that the model fails to account for some key

---

65 See Thomas and Monea (2009) for a detailed comparison of real-world and simulated rates of pregnancy, childbearing, abortion, and fetal loss for a variety of different demographic groups.
consideration(s) whose exclusion causes the policy simulations to produce distorted results. And second, the findings reported in Thomas (2010) might be misstated because: a) they are expressed in terms of policies’ effects on the incidence of pregnancy and various pregnancy outcomes within the simulation population as a whole, and b) they are driven by changes within specific subgroups for which FamilyScape’s baseline specification produces results that differ to varying degrees from their real-world equivalents.

Regarding the first of these two considerations, I have conducted sensitivity analyses in which the effects of various policies were re-estimated using alternative (but arguably-plausible) behavioral assumptions that produce baseline rates of simulated pregnancy and childbearing are more closely aligned to their real-world equivalents. The results from these alternative policy simulations were qualitatively similar to the ones that were produced under the model’s original specification. In Thomas and Monea (2009), for example, my coauthor and I present results from two earlier versions of the simulation of an expansion in Medicaid family-planning services. One version was conducted using the simulation’s baseline assumptions, and – given that FamilyScape over-simulates pregnancies among married couples – the alternative version was conducted under the assumption that married couples over-report their frequency of intercourse. The estimated effects of the policy in terms of the percent reduction in the incidence of pregnancy and childbearing were nearly identical under these differing assumptions. Thus, the results of the policy simulations are generally robust to the adoption of plausible alternatives to the model’s baseline assumptions.

The second consideration is arguably more pressing: if a given group’s contribution to the overall rate of pregnancy is different in the simulation than in the real world, the effect of a policy differentially affecting that group on the aggregate pregnancy rate could be misstated – and potentially substantially so. For the baseline simulation and for each policy simulation, I therefore separately correct the initially-simulated simulated pregnancy, birth, abortion, and fetal-loss rates for unmarried teens, married teens, unmarried non-teens, and married non-teens to ensure that they match their real-world equivalents. For example, I multiply the initially-simulated pregnancy rate for unmarried teens by \((1 + .44) = 1.44\), and I multiply the initially-simulated rate for unmarried non-teens by \((1 - .08) = .92\). I make similar corrections for married teen and non-teen pregnancy rates. I also make equivalent corrections for the
birth, abortion, and fetal-loss rates for each group, and I make such corrections for the results produced under the model’s baseline assumptions and under each set of policy assumptions. Thus, all results reported in Thomas (2010) have been corrected in this fashion.

Miscellaneous Issues: Differences Across Policy Simulations in the Operationalization of Behavioral Effects

As is made clear throughout this report, the simulated effects of each policy on sexual activity and contraceptive are strongly rooted in evidence that is reported in the relevant research literature. The way in which these policies’ estimated effects are expressed in the literature therefore helps to determine the manner in which the policy simulations are implemented. For instance, Kearney and Levine (2009) estimate that, as a result of the expansion in eligibility for Medicaid family planning services, about five percent fewer sexually-active women reported that they did not use contraception at last sex in the states in which these expansions occurred. In other words, the authors’ estimates suggest that, for every 100 sexually-active women, about five fewer failed to use contraception at last sex as a result of the expansion in eligibility for Medicaid family-planning services. Note that this is quite different from saying that the policy induced a five percent reduction in the number of women who do not use contraception. Assume, for example, that the population in question consists of 1,000 sexually-active women, 500 of whom did not use contraception at last sex. A finding that five percent fewer sexually-active women failed to use contraception implies a behavioral change for \(0.05 \times 1000 = 50\) women, whereas a finding that there was a five percent reduction in the number of sexually-active women who failed to use contraception implies a behavioral change for \(0.05 \times 500 = 25\) women. Thus, it is critically important that one be clear about the population to which a given finding refers.

I describe the relevant population for the Medicaid expansion above. The mass media campaign is parameterized using the findings of studies that similarly express their estimates in terms of campaigns’ impacts on the target population as a whole. Recall that I take the relevant literature to suggest that media campaigns encouraging healthy sexual practices alter the behavior of three percent of the members of the target population. I apply this finding within the mass media simulations by changing the contraceptive behavior of about three percent of unmarried males. In the teen pregnancy prevention literature, however, findings
tend to be expressed in terms the proportional increase in the number of individuals who engage in a particular behavior (e.g., who use contraception or who abstain from sex) as a result of the intervention. Thus, I model a 12.5 percent increase in contraceptive use for the teen pregnancy simulations by increasing the number of female pill users and male condom users in the target population by 12.5 percent each (rather than by changing the contraceptive behavior of 12.5 percent of all members of the target population, which would produce a notably larger effect). I model changes in sexual activity for these simulations in the same manner.

To summarize: the estimates used to parameterize the simulations of an expansion in Medicaid family planning services and of a mass media campaign reflect the assumed effects of these initiatives in terms of the share of the overall target population among whom the policy induces a behavioral change, whereas the estimates used to parameterize the simulation of a teen pregnancy prevention program reflect the proportional effects that the program is assumed to have on the number of individuals who engage in a particular behavior(s).

Miscellaneous Issues: Alternative Unintended-Pregnancy Simulation Specifications

FamilyScape does not explicitly account for the pregnancy intentions of members of the simulation population. It does, however, implicitly account for this characteristic to the extent that it is correlated with age, marital status, and the other demographic characteristics that are incorporated into the simulation. According to Finer and Henshaw (2006), unintended pregnancies are substantially less likely than intended pregnancies to result in live births, since unintended pregnancies often result in abortions. It seems reasonable to assume that pregnancies that are prevented by a given policy would have been unintended, had they occurred. One would therefore expect the ratio of prevented abortions to prevented births in the policy simulations to be higher than the ratio of abortions to births for all simulated pregnancies. Although the results of the initial specifications of the policy simulations are in fact consistent with this expectation, the share of prevented pregnancies that would have resulted in births is still higher than one would have expected based on the data described above. I therefore implement an alternative specification for each policy simulation in which I assume that the distribution of pregnancy outcomes that would have
obtained from policy-prevented pregnancies is the same as the equivalent distribution that is observed for real-world unintended pregnancies. I implement these alternative specifications using unpublished tabulations of data that were gathered by the Guttmacher Institute and were provided to the National Campaign to Prevent Teen and Unplanned Pregnancy.

Table 8 reports the results of these tabulations, which are disaggregated by age and marital status. I assume that policies’ effects on the incidence of pregnancy are the same for these alternative specifications as for the corresponding base specifications. I then use the tabulations shown below to make back-of-the-envelope calculations of the distribution of outcomes that these prevented pregnancies would have produced, had they occurred. I make these calculations separately for unmarried teens, unmarried non-teens, and married individuals. (There were not enough married teens in Guttmacher’s data to allow them to produce separate estimates of the distribution of pregnancy outcomes for this group. I therefore assume that the distributions of outcomes for married teens and married non-teens are identical.). The results of these alternative specifications are presented in Table 3 in Thomas (2010). A quick perusal of these results reveals: a) that the effects of each policy on the incidence of pregnancy are the same for the “baseline-pregnancy-outcome” and “unintended-pregnancy-outcome” specifications; b) that each policy’s effect on the incidence of childbearing is larger for the former specification than for the latter; and c) that each policy’s effect on the incidence of abortion is larger for the latter than for the former.

<table>
<thead>
<tr>
<th>Pregnancy Outcome</th>
<th>Unmarried Teens</th>
<th>Unmarried Non-Teens</th>
<th>All Unmarried</th>
<th>All Married</th>
<th>All Teens</th>
<th>All Non-Teens</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birth</td>
<td>47.0%</td>
<td>32.5%</td>
<td>36.9%</td>
<td>65.5%</td>
<td>49.3%</td>
<td>44.3%</td>
<td>45.5%</td>
</tr>
<tr>
<td>Abortion</td>
<td>35.5%</td>
<td>53.9%</td>
<td>48.3%</td>
<td>21.6%</td>
<td>32.7%</td>
<td>42.6%</td>
<td>40.3%</td>
</tr>
<tr>
<td>Fetal Loss</td>
<td>17.6%</td>
<td>13.6%</td>
<td>14.8%</td>
<td>12.9%</td>
<td>17.9%</td>
<td>13.1%</td>
<td>14.2%</td>
</tr>
<tr>
<td>Total</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

* Based on special tabulations of data gathered by the Guttmacher Institute.
FamilyScape models behavior probabilistically. Each individual in the simulation population is assigned a set of behavioral probabilities by applying the results of regression analyses that were conducted using real-world data, and behavioral attributes are then assigned by comparing these probabilities to the results of a series of random draws taken from a uniform (0,1) distribution. For example, regressions were estimated of the probability of using oral contraception using data from the 2002 NSFG. Separate models were estimated for married and unmarried women, and the independent variables in these regressions controlled for race, education, educational attainment, socioeconomic status, and coital frequency. The coefficients from these regressions are imported into FamilyScape and are used to calculate, for each female member of the simulation population, a probability of using oral contraception. Women are then assigned to be oral contraceptors (or not) by comparing their assigned probabilities to the results of separate random draws that are taken for each woman. A similar approach is used to model the use of other types of contraception, the frequency of intercourse, pregnancy outcomes, etc.  

For each policy simulation, behavioral changes are modeled by multiplying the relevant population’s behavioral probabilities by the appropriate ratio. For example, in order to simulate a three percent increase in condom use among adult males, I multiply the condom-use probabilities for all members of this group by 1.03 before comparing these probabilities to the results of the random draws described above. Thus, no two runs of the model under its baseline specification or under any particular policy specification will produce precisely the same results in terms of the share of the simulation population that uses contraception, the amount of intercourse that occurs, the rates of pregnancy and childbearing that obtain, etc. The results presented in Thomas (2010) are in fact averages that are calculated using data from approximately 500 one-year runs of the model.

---

66 See Thomas and Monea (2009) for more information on the method by which behavioral profiles are assigned to members of the FamilyScape simulation population.

67 More precisely, for each simulation, the model is typically run 50 times over in a steady state for ten years of analysis time. Annual pregnancy and birth rates and other outcomes of interest are then calculated by averaging data from these 500 years of analysis time in order to ensure that the results for a given simulation are not simply a function of random outliers in the results for any single year.
Given the model's heavy reliance on the random assignment of individual behavioral attributes, it is difficult to model behavioral changes with perfect precision. This is especially true for sexual activity, which is a function of numerous random dynamics, including individuals’ own sexual proclivities, the frequency with which they enter into relationships over the course of the simulation, the durations of those relationships, and the sexual proclivities of the individuals with whom they are paired. Thus, there is sometimes a modest difference between the magnitudes of the behavioral changes that one wishes to model for a given simulation and the changes that actually obtain. Table 9 compares the behavioral targets for each simulation to the behavioral changes that are actually simulated. These results show that the simulated behavioral changes for each simulation are either exactly equal to or are very close to their relevant targets.

Table 9. Comparison of Behavioral Targets and Simulated Behavioral Changes for Benefit-Cost Policy Simulations

<table>
<thead>
<tr>
<th>Mass Media Campaign</th>
<th>Behavioral Target</th>
<th>Simulated Behavioral Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share of Unmarried Adult Males Who Use Condoms As a Result of the Campaign</td>
<td>3.0%</td>
<td>2.9%</td>
</tr>
<tr>
<td>Share of Unmarried Teenaged Males Who Use Condoms As a Result of the Campaign</td>
<td>1.5%</td>
<td>1.5%</td>
</tr>
</tbody>
</table>

Initial Specification: Increase in Number of Condom Users Among Unmarried, Low-SES Teenaged Males
Initial Specification: Increase in Number of Pill Users Among Unmarried, Low-SES Teenaged Females
Initial Specification: Increase in Number of Unmarried, Low-SES Teens who are Sexually Inactive in the Near Term

Alternate Specification: Increase in Number of Condom Users Among Unmarried, Low-SES Teenaged Males
Alternate Specification: Increase in Number of Pill Users Among Unmarried, Low-SES Teenaged Females

<table>
<thead>
<tr>
<th>Teen Pregnancy Prevention Program</th>
<th>Behavioral Target</th>
<th>Simulated Behavioral Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share of Sexually-Active Women Who Use Contraception as a Result of the Expansion</td>
<td>5.0%</td>
<td>4.8%</td>
</tr>
<tr>
<td>Proportion of Increase in Contraceptive Use Occurring Among Unmarried Women</td>
<td>70.0%</td>
<td>70.0%</td>
</tr>
<tr>
<td>Share of Sexually-Active Women Who Use Contraception as a Result of the Expansion</td>
<td>2.5%</td>
<td>2.5%</td>
</tr>
<tr>
<td>Proportion of Increase in Contraceptive Use Occurring Among Unmarried Women</td>
<td>70.0%</td>
<td>69.9%</td>
</tr>
</tbody>
</table>

Expansion in Subsidized Family Planning Services Under Medicaid
Simulated Change in Contraceptive Use: Concentrated Among Women Under 200 Percent of Poverty
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