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ABSTRACT     The decline in the employment-population ratios for men and 
women over 2000–07, just before the Great Recession, represents a historic 
turnaround in U.S. employment trends. The decline is disproportionately con-
centrated among the less educated and younger groups within the male and 
the female populations and, for women, especially among unmarried women 
without children. About half of the decline among men can be explained by 
declines in wage rates and by changes in nonlabor income and family structure, 
but the decline among women is more difficult to explain and requires distin-
guishing between married and unmarried women and between those with and 
without children, as these subgroups have experienced quite different wage 
and employment trends. Neither changes in taxes nor changes in government 
transfers appear likely to explain the employment declines, with the possible 
exception of the Supplemental Nutrition Assistance Program. Other influences 
such as the minimum wage and health factors do not appear to play a role, but 
increases in incarceration may have contributed to the decline among men.

There are many indicators of trends and cycles in the labor market. The 
unemployment rate is the primary indicator used in analyzing cyclical 

changes, but for long-term trends the employment-population ratio is the 
best indicator of the quantity of labor supplied. When one compares one 
cyclical peak with the next, thus holding the unemployment rate more or 
less fixed, the employment-population ratio necessarily reflects the labor 
force participation rate, which is the common measure of labor supply. 
Long-term trends in the employment-population ratio can therefore like-
wise be taken as reflecting trends in labor supply.

This study examines the decline in the employment-population ratio 
from 2000 to 2007, just before the Great Recession began. The ratio for 
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the overall working-age population (that is, for both men and women 
aged 16–64) stood at 74.1 percent in 2000 and at 71.8 percent in 2007. 
The decline was greater among the younger and less educated of both 
sexes. This drop in the ratio represents a historic reversal from its upward 
trend over the previous 30 years and hence constitutes a major change in 
the U.S. labor market.

The employment-population ratio has been much discussed recently, 
both in the press and among researchers and policymakers, because it 
underwent a further, even sharper decline during the Great Recession, fall-
ing 9.0 percentage points to 65.8 percent at its low point in January 2010 
(several months after the official trough), a tremendous decline by histori-
cal standards.1 It has recovered only slowly since then, to about 67 percent 
in 2011. Behind this trend is a decline in the labor force participation rate—
a contribution to the decline in the unemployment rate but not a particularly 
welcome one.

The factors already at work in the decline in the employment-population 
ratio before the Great Recession may in part explain this slow recovery 
since. Indeed, James Stock and Mark Watson (2012) predict that, should 
the long-term downward trend in the ratio continue, future recessions are 
likely to be deeper and future recoveries slower. More immediately, if the 
long-term decline continues, the employment-population ratio may not 
return to its 2007 value even when the recovery is judged complete.

The reversal of the employment-population ratio in the 2000s has 
received little formal study. In a session at the American Economic Asso-
ciation meetings in January 2012, Henry Farber reported his finding that 
changes in the age-sex-education composition of the population could 
explain no more than a quarter of the decline, and Robert Shimer, noting 
the greater rate of decline among youth, speculated that rigid wages or 
intertemporal substitution between the pre- and post-2000 periods could 
be partly responsible.2 David Autor (2010) finds that changes in the ratio 
over 1979–2007 as well as over the subperiod after 2000 are positively 
correlated with changes in wages, suggesting a conventional labor supply 
explanation. Diane Macunovich (2010) finds a significant decline in female 
labor supply from 1999–2001 to 2007–09, particularly among unmarried 
women without children, but also finds that conventional explanatory vari-
ables (wage rates, number of children per household, and others) account 

1.  Many public discussions cite figures including the population 65 and over. For this 
larger population, the ratio fell from 63 percent to 58 percent over the same period.

2.  Video of the session is available at www.aeaweb.org/webcasts/2012/index.php.
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for very little of this change. Stephanie Aaronson and others (2006) exam-
ine the aggregate labor force participation rate through 2005, finding that 
demographic, cyclical, and structural factors probably contributed to the 
recent downturn in that rate.

Trends in the labor supply of women have been extensively studied. The 
recent literature has noted that although female labor supply has histori-
cally exhibited strong growth, that growth slowed in the 1990s, prompting 
some observers to ask whether it has plateaued (Goldin 2006). Discus-
sions of the slowdown have mainly focused on whether wage elasticities of 
labor supply and other coefficients in female labor supply equations have 
changed over time and are responsible. Francine Blau and Lawrence Kahn 
(2007) find that the wage elasticity for married women declined notice-
ably from the 1980s to the 1990s, bringing it closer to that for men. More 
relevant to the post-2000 period are studies such as those by Kelly Bishop, 
Bradley Heim, and Kata Mihaly (2009), Heim (2007), and Macunovich 
(2010), who examine whether wage elasticities were falling after 2000. 
Among these studies, those whose sample period ends in 2002 or 2003 find 
falling wage elasticities, whereas the one study (Macunovich 2010) that 
ends in 2007–09 finds a slight increase after 2000. Complicating inference 
from these studies is that in each case the ending year was at a different 
point in the business cycle than the beginning. More relevant for present 
purposes is whether trends in one aspect of labor supply—the employment-
population ratio—can be explained by changes in observed variables rather 
than changes in coefficients.3

Another strand of the literature for women has focused on a so-called 
opt-out revolution among well-educated and professional married women, 
whose labor force participation rates fell in the 2000s.4 This line of argu-
ment speculates that more-educated women are increasingly deciding to 
stay at home to engage in childrearing rather than engage in market work.  
Some research has investigated this hypothesis, but very little attempts 
to search specifically for variables that might have caused the decline 
(Antecol 2011, Bousey 2008, Macunovich 2010). Claudia Goldin (2006) 
notes that it may take several years to see whether recent cohorts of 

3.  As noted above, Macunovich (2010) finds that little of the change for women through 
2007–09 could be explained by observable variables. Hotchkiss (2006), using a model with-
out wages in the labor supply equation, likewise finds that observables could explain little of 
the change in female labor force participation through 2005.

4.  Claudia Wallis, “The Case for Staying Home,” Time, March 22, 2004. www.time.com/ 
time/magazine/article/0,9171,993641,00.html (accessed August 5, 2012).
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more-educated women exhibit opt-out patterns over the remainder of their 
working lives.

In this paper I conduct an analysis of the decline in the employment-
population ratio through 2007, with two parts. First, I describe in detail 
the patterns of this decline, including those by time period as well as by 
demographic group (as defined by age, sex, education, and race) and other 
characteristics. This analysis reveals that the decline is disproportionately 
concentrated among the young and the less educated of both sexes. The 
decline is particularly strong among unmarried women without children. 
Second, I conduct an investigation into the proximate causes of the decline. 
About half of the decline of the male employment-population ratio can be 
explained by declines in wage rates and changes in nonlabor income and 
family structure. The factors responsible for the decline in the ratio among 
women are more difficult to explain and require separate examination of 
wage and employment trends for married and unmarried women and for 
those with and without children, as these subgroups exhibit different pat-
terns of employment and wage change. I also find that neither changes 
in taxes nor changes in government transfers appear likely to explain the 
employment declines, with the possible exception of the Supplemental 
Nutrition Assistance Program (the food stamp program), nor do other 
influences such as the minimum wage or health factors.

I.  Trends and Patterns

The Bureau of Labor Statistics (BLS) publishes statistics on the employment- 
population ratio drawn from the monthly interviews of the Current Popu-
lation Survey (CPS), which asks all respondents aged 16 and over about 
their employment status during the week preceding the interview. The 
middle line in figure 1 shows the trend for the civilian noninstitutional 
population aged 16–64 from 1970 to 2011.5 The trend in the ratio was 
positive, with intermittent cyclical variation, from 1970 to about 1999 or 
2000. At that point it reversed course and began the decline that is the 
object of interest here. As noted in the introduction, the ratio declined by 
over 2½ percentage points between 2000 and 2007, then plummeted as the 
Great Recession began. The departure from the historical trend is dramatic 
and clear from the figure.

5.  This study does not examine those over 64, whose labor supply decisions are  
likely driven by factors other than those that influence the working-age population. The 
employment-population ratio for the elderly increased over the period.
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The trend in the overall ratio masks quite different trends by sex, as 
the figure also shows. The ratio for men declined, on average, between 
1970 and 1983, after which it remained stable until 2000, when it began a 
further decline. Its decline from 2000 to 2007 was 2.7 percentage points. 
The ratio for women, in contrast, secularly increased from 1970 to 2000, 
consistent with the well-known trend growth of female employment over 
this period. After 2000 it stopped growing and declined slightly, falling 
by 1.7 percentage points by 2007. The decline was therefore smaller in 
magnitude for women than for men, but the deviation from the pre-2000 
trend was greater.

This study will focus on the period 2000–07, as compared with that of 
the 1990s, and will investigate possible causes of the reversal of the trend 
in the employment-population ratio from the first period to the second. An 
immediate issue in such an investigation is whether to attempt to explain 
both the trend and the cycles in the ratio, for it is clear from figure 1 that the 
ratio behaves procyclically. Here the focus will be on the trend and not the 
cycle, at least to the extent possible. To this end I select as endpoints years 
when the economy was roughly at the same point (the peak) in the cycle.

Figure 1.  Employment-Population Ratios, Overall and by Sex, 1970–2011

Source: Bureau of Labor Statistics.
a. Data refer to the civilian noninstitutional population aged 16–64.
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Figure 2 traces both the unemployment rate and the overall employment- 
population ratio since 1989. The unemployment rate in 2007 stood 
at 4.60 percent in March 2007, and in the previous expansion it came  
closest to this rate in March 1999 (4.61 percent).6 Therefore, I focus on  
the change in the ratio between those points in time, a period that exhibits 
the same magnitude of decline as discussed above for 2000–07 (2.7 percent-
age points for men and 1.7 percentage points for women). For the period 
of the late 1980s and the 1990s, the lowest March unemployment rate was 
recorded in 1989, when it stood at 5.41 percent (it was even higher for all  
earlier years in the 1980s), somewhat higher than in March 1999. Never-

6.  These figures differ slightly from BLS figures for the population aged 16–64 because 
they are computed on the sample used for model estimation below, which has some exclu-
sions. Also, it is worth noting that the natural rate of unemployment as estimated by the 
U.S. Congressional Budget Office (2012) was exactly the same in all four quarters of 1999 
and 2007.
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theless, I take the period from March 1989 to March 1999 as illustrating 
the trend over the 1990s. Over that period the employment-population ratio 
for men fell by a modest 0.9 percentage point and that for women rose by 
3.6 percentage points.7

Movements in the overall employment-population ratio can result either 
from shifts in the demographic composition of the population or from shifts 
in the ratios for one or more such groups. Although shifts in composition 
are likely to be more important over periods longer than those studied here, 
they could also be of some importance over the 1989–2007 period and 
could affect the interpretation of the trends in the aggregate ratio I have 
thus far shown. I therefore briefly analyze the overall ratio, looking for 
shifts in overall composition before turning to a more thorough analysis 
of shifts within demographic groups. For this exercise I use the March 
CPS in each of the years 1989 to 2007, which collected information on the 
employment and labor force status of all individuals 16 and over as well 
as their age, level of education, race, and sex. Classifying the population 
into four age groups (16–24, 25–39, 40–54, and 55–64), four education 
groups (less than a high school diploma, high school graduates, some col-
lege, college degree or more), and three race groups (white, black, and 
other) allows a determination, using a standard shift-share decomposition, 
of how the proportions of the population in the resulting 48 demographic 
groups for each sex affected their aggregate employment-population ratio  
trends.8 Figure 3, which plots for each sex both the actual ratio and the 
ratio holding composition constant at its 1999 value, shows that only small 
fractions of the changes in the ratios were a result of changes in composi-
tion. Slight compositional changes are observed for men during the early 
1990s and during the 2000s downturn, and a somewhat larger but still 
small change is seen for women from 1989 to 1999.

Having established that most of the decline in the employment- 
population ratio from 1999 to 2007 was not a result of changes in com-
position, I next use the March CPS to describe the patterns of the decline 
in the ratio by demographic characteristic. The first and third panels 

7.  Again, some of the studies mentioned in the introduction studied labor supply trends 
through 2002, 2003, or even 2005. Clearly the unemployment rate was much higher, and 
the employment-population ratio much lower, in those years, but partly for cyclical reasons. 
As noted before, this makes it difficult to draw inferences about trends from those studies.

8.  The decomposition used is yt+1 - yt = Sg pgt(yg,t+1 - ygt) + Sg (pg,t+1 - pgt)yg,t+1, where ygt is 
the employment-population ratio for group g in year t, pgt is the proportion of the population 
in group g in year t, and groups g = 1, . . . , 48 are the demographic groups. A decomposition 
using weights in the other years yields almost identical results.
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of table 1 show the patterns of change from 1999 to 2007 by age, edu-
cation, and sex, using the same age and education categories used for 
the composition exercise.9 The magnitudes of the changes vary greatly 
across the cells, but some patterns can be detected. Reading down the 
columns, one observes that the largest employment-population declines 
occurred, with some exceptions, among those under 40 years old, and 
that the decline was more monotonic for women than for men. Among 
those under 40, the declines were usually sharper for those under 25. 
Reading across the rows, one also notes a correlation with education, 
with declines generally larger for those with no college than among 
those with at least some college. Those who were both young and less 
educated generally experienced the largest declines (for example, over 
4 percentage points). On the other hand, declines in the ratio, even if 

9.  Standard errors are very small and not shown. The sample size per cell is never less 
than 400 and ranges up to 7,500, with most in the 1,500-to-4,000 range.
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Source: Bureau of Labor Statistics and author’s calculations.
a. All series refer to the civilian noninstitutional population aged 16–64. 
b. Ratio that would have prevailed if the composition of the population by age, education, and race had 
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Table 1.  Changes in Employment-Population Ratios by Sex, Age, and Education, 
1999–2007 and 1989–99a 

Percentage points

Education

Age

No high 
school 

diploma

High 
school 

graduate
Some 

college

College 
degree or 

more

Men
1999–2007
16–24 years -7.9 -4.1 -0.9 -3.7
25–39 -0.4 -3.6 -2.3 1.0
40–54 -3.7 -2.6 -0.7 -0.2
55–64 -1.6 -3.6 -2.3 0.5

1989–99
16–24 years -3.7 -1.4 -1.5 3.1
25–39 1.2 0.5 -0.7 -1.1
40–54 -2.6 -3.2 -3.8 -1.2
55–64 -2.1 -2.3 0.5 1.7

Women
1999–2007
16–24 years -7.7 -7.4 -1.8 -4.3
25–39 -5.7 -4.2 -1.9 -3.0
40–54 1.6 -0.4 -1.8 -1.9
55–64 3.2 2.9 4.2 7.0

1989–99
16–24 years 1.0 4.1 -1.5 -0.0
25–39 7.1 2.2 2.4 -0.1
40–54 1.0 1.2 1.9 2.7
55–64 0.6 4.4 3.8 2.5

Source: CPS data and author’s calculations.
a. CPS data are weighted using the CPS Basic Weight.

smaller in magnitude, are also often observed for those aged 40–54 and 
for those with a college degree or more, in the latter case particularly 
for women (perhaps consistent with the opt-out revolution). Thus, the 
decline did not occur exclusively among the young and less educated.10

The patterns for 1989–99 are different, as should be expected. For men 
the ratio generally declines, but for most subgroups this decline is smaller 

10.  Separate tabulations by full-time and part-time status show that essentially all of the 
decline for men came from those transitioning from full-time work to no work, whereas the 
decline for women was roughly equally split between moves from full-time and from part-
time work.
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in magnitude than for the 1999–2007 period, and there is a slight tendency 
for the difference to be greater for the younger and the less educated. For 
women the contrast is greater, with almost all categories showing positive 
trends in the ratio in this period. The difference in trends is particularly 
strong for younger and less educated women.

Comparisons by race (appendix table A.1) show roughly the same pat-
terns of decline for whites, blacks, and those of other races. The magni-
tudes vary considerably across racial groups, but the smaller sample sizes 
for some categories may play a role. Some of the largest declines are seen 
among black men and women, but for many age-education groups they are 
smaller than for white men and women than for blacks.

For the very young, some of the declines in employment may simply 
reflect increases in school attendance. The CPS asks its respondents aged 
16–24 who report that they are not employed whether they are attending 
school. Table 2 shows increases in school attendance from 1999 to 2007 
for men with a high school diploma or less and for all women. However, 
with only a couple of exceptions, the increases are smaller than during the 
1989–99 period.

Some of the papers referenced in the introduction note the importance 
of marital status for labor supply trends, especially those of women, and 
the analysis below will also find major differences with respect to mari-
tal status. The employment-population ratio declined over 1999–2007 
by 1.6 percentage points for married men but by almost double that,  
2.9 percentage points, for unmarried men. For women the contrast was 
even greater: the ratio declined by only one-third of a percentage point 
for married women but by 2.9 percentage points for the unmarried. Thus, 
for both sexes, the majority of the decline was among the unmarried, not 
the married.

Table 2.  Changes in Rates of School Attendance among 16- to 24-Year-Olds,  
by Sex and Education, 1999–2007 and 1989–1999a 

Percentage points

Men Women

Education 1999–2007 1989–99 1999–2007 1989–99

No high school diploma 0.9 4.7 3.6 5.9
High school graduate 1.5 -5.5 4.6 -2.9
Some college -1.0 -1.3 1.8 5.5
College degree or more -0.3 2.1 6.0 3.3

Source: CPS data and author’s calculations.
a. CPS data are weighted using the CPS Basic Weight.
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Table 3 shows the patterns of decline by marital status for each age-
education category. From 1999 to 2007, married men’s employment-
population ratios still declined more for the youngest (16–24) and less 
educated groups, but the ratios for unmarried men declined more for older, 
less educated men. For women, although the relatively greater declines are 
concentrated in the younger and less educated groups among both the 
married and the unmarried, they are almost always considerably greater 
for the latter. An additional finding (not shown in the tables) is that the 
greater declines for unmarried women are concentrated among those 
without children, for whom the ratio declined by 3.5 percentage points 
between 1999 to 2007, compared with only 0.4 percentage point among 

Table 3.  Changes in Employment-Population Ratios by Sex, Marital Status, Age,  
and Education, 1999–2007a 

Percentage points

Education

Age
No high school 

diploma
High school 

graduate Some college
College degree 

or more

Men
Married
16–24 years -6.8 -3.9 -3.4 -12.8
25–39 0.6 -1.9 -0.2 -0.2
40–54 -2.3 -1.0 -1.0 0.1
55–64 -0.9 -3.3 -2.0 -0.4

Unmarried
16–24 years -7.3 -3.5 -0.2 -2.1
25–39 -1.5 -4.7 -4.2 2.7
40–54 -4.6 -4.6 0.5 -0.6
55–64 -0.6 -2.2 -0.7 6.7

Women
Married
16–24 years -4.6 -11.1 1.0 -0.9
25–39 -6.1 -4.4 0.6 -2.9
40–54 3.6 1.0 -1.3 -1.9
55–64 4.8 1.1 3.3 7.7

Unmarried
16–24 years -7.9 -6.9 -2.1 -5.2
25–39 -4.7 -5.0 -6.0 -2.3
40–54 -1.4 -3.4 -2.6 -1.8
55–64 1.4 6.2 6.0 5.3

Source: CPS data and author’s calculations.
a. CPS data are weighted using the CPS Basic Weight.
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unmarried women with children.11 Unmarried women without children 
constitute about one-third of all women aged 16–64.

II.  Labor Supply Models and Evidence

The workhorse model in labor economics for explaining changes in indi-
vidual employment and hours of work has been the static labor supply 
model. In that model, enshrined in most labor economics textbooks, indi-
viduals choose whether to work at all, and how many hours to work, as 
a function of the market wage rate they face and the amount of nonlabor 
income available to them. The theoretical effect of the market wage rate 
on hours of work is ambiguous in sign, but that on the decision whether 
to work at all is unambiguously positive, whereas the predicted effect of 
nonlabor income on both hours and the decision to work is negative.

The empirical literature on the model is vast. Mark Killingsworth (1983) 
exhaustively reviewed the literature from the 1960s and 1970s; Richard 
Blundell and Thomas MaCurdy (1999) and Costas Meghir and David 
Phillips (2010) have conducted updated reviews. Unfortunately, the bulk 
of this literature focuses on hours of work and not on the employment deci-
sion. For hours of work, the conventional wisdom from this literature is that 
wage elasticities are zero or negative for prime-age men and significantly 
positive for women, and that income elasticities are negative for both, and 
greater in magnitude for women, but often not very large for either. The 
conclusions for men have been challenged over the years, for example, by 
Chinhui Juhn, Kevin Murphy, and Robert Topel (1991), and most recently 
by Michael Keane (2011) and by Keane and Richard Rogerson (2012).  
The latter study argues explicitly that wage elasticities are likely higher for 
the employment decision (what the authors call the “extensive margin”) than 
for the hours decision (the “intensive margin”) and are very important for the 
aggregate labor supply elasticity (see also Rogerson and Wallenius 2009). 
For women, it has long been recognized that the extensive margin is particu-
larly important; this finding goes back to early labor supply work that sepa-
rated it from the intensive margin (Mroz 1987). Meghir and Phillips (2010) 
also examine wage elasticities for labor force participation and find them to 
be larger for women than for men, but not that large even for women. It is 
also well known that the increase in labor supply of women over time has 
been particularly strong on the extensive margin.

11.  Again, Macunovich (2010) found the same result.
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Another literature of relevance is that on separating demand from 
supply influences on trends in wage differentials among men and women 
(Katz and Autor 1999, Acemoglu and Autor 2011). Although this litera-
ture is rarely referenced in the labor supply literature, its main focus on 
the correlation between wage changes and “quantity” changes—most 
often measured by total hours of work in a skill group—has implica-
tions for wage elasticities of labor supply. The main conclusions from 
that literature are that the last four or five decades have seen a trend-
like expansion of the relative demand for more-skilled workers, and that 
with the exception of the 1970s, relative supply has shifted outward only 
modestly—and may even have shifted inward. This conclusion is based 
on the general finding of a positive correlation of wage changes with 
hours changes across education and experience groups, implying a posi-
tive wage elasticity of labor supply, even for men. A recent paper focus-
ing just on the employment-population ratio within the same framework 
(Autor 2010) reaches the same conclusions for that ratio, finding a posi-
tive correlation with changes in wages both over 1979–2007 and over 
the 2000s alone.

The empirical literature on the standard labor supply model has reached 
many other general conclusions as well. For married women, it has been 
established that the husband’s earnings are an important factor in her labor 
supply decision (Blau and Kahn 2007). The presence of young children, 
which tends to depress the labor supply of women, is also important, as 
is marital status, with unmarried women tending to work more. For men, 
marital status is also correlated with labor supply (at least as measured by 
hours of work), with married men working longer hours. The presence of 
young children is generally found to have less of an impact, if any, on the 
labor supply decisions of men than of women.

A related but important literature focuses on the impact of taxes and 
transfer programs on labor supply. The early literature on the effect of 
taxes was covered by Killingsworth (1983), and the later literature by the 
reviews of Blundell and MaCurdy (1999) and Meghir and Phillips (2010). 
All of these studies concluded, to varying degrees, that responses to 
changes in taxation were consistent with the literature on labor supply in 
general: very modest for prime-age men and somewhat larger for women.12  

12.  A related literature is that examining the effects of taxes on taxable income. See the 
original contribution by Feldstein (1995), the recent review by Saez, Slemrod, and Giertz 
(2012), and the recent contribution of Romer and Romer (2012). Moffitt and Wilhelm (2000) 
apply the methodological framework initially developed by Feldstein to hours of work.
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This view has been challenged recently by Keane (2011), who argues 
that properly specified life cycle models that incorporate returns to human 
capital imply larger wage elasticities. A similarly large literature focuses 
on the different transfer programs. My own review of the early litera-
ture (Moffitt 1992) found rather significant responses of single-mother 
labor supply to the availability of benefits from the Aid to Families with 
Dependent Children (AFDC) program, and research on later reforms  
of that program shows even larger responses (Grogger and Karoly 
2005). But my review found very small effects of most other means-
tested transfer programs, and a more recent review (Ben-Shalom,  
Moffitt, and Scholz forthcoming) is consistent with this view. The lit-
erature reaches less of a consensus on the effects of social insurance 
programs: very divergent estimates of the effects on work incentives 
of the Social Security retirement program, the Social Security disabil-
ity insurance program, and unemployment insurance (UI) have been 
reported. The effects of UI have figured prominently in the discussion 
of the Great Recession, but not as much in the discussion of earlier 
labor supply trends.

III. � Influences on Labor Supply: Wages, Other Income,  
and Demographics

The approach taken here in exploring the various influences on labor supply 
is to first examine the traditional determinants appearing in the literature— 
wages and nonlabor income, but supplemented with demographic deter-
minants (marital status, presence of children, and others)—to determine 
whether they can explain the reversal of the trend in the employment-
population ratio from 1999 to 2007 relative to 1989–99, including the 
patterns by age-education subgroup identified above. Section IV considers 
the effects of taxes and transfers. The primary data source for the analysis 
is again the March CPS data from 1989, 1999, and 2007, which come 
from random samples of approximately 145,000, 132,000, and 206,000 
individuals, respectively. The household interviews collected informa-
tion on all individuals aged 16 and over, from whom I select only those 
between the ages of 16 and 64. In addition to information on employ-
ment status in the survey week, which is used to construct a dichotomous 
variable for whether an individual is employed, and on demographic 
characteristics, I collected information on earnings and weeks of work 
in the calendar year before the interview week as well as on all forms 
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of nonlabor income and other labor income received by members of the 
family in that prior year.13

The modeling approach is kept as simple as possible to increase transpar-
ency. Observations on individuals from the three yearly surveys are pooled 
into one data set, and ordinary least squares (OLS) regressions are estimated 
explaining employment status as a function of wages, nonlabor income, 
and demographic variables (probit regressions are also tested). Whether 
changes in those variables can explain the changes in the employment- 
population ratio from 1989 to 1999, and from 1999 to 2007, is the question 
then addressed, not only for aggregate changes in the ratio but also for the 
pattern of age-education changes shown in table 1. All equations are esti-
mated separately by sex.

A difference between this study and much of the recent work on female 
labor supply referenced in the introduction is that the coefficients in the 
employment status regression are held fixed for all three years rather than 
allowed to change from year to year. In the literature, separate equations 
are often estimated by year, and then the change in labor supply (more 
often hours of work than employment status, however) from one year to 
the next is decomposed into the portion that can be explained by changes 
in the variables in the regression and the portion explained by the rest—
changes in the coefficients on the variables and in the intercept. Here, 
because the focus is only on the former portion, constant coefficients are 
imposed.

The equation estimated on the pooled data for each sex can be written 
as follows:

( ) ,1 E V Xit it i it= + +γ β ε

where Eit is a dummy variable equal to 1 if individual i in year t (t = 1989, 
1999, or 2007) was employed and zero if not, Vit is a vector of variables 
(wages, nonlabor income, family structure) that change over time and 
whose explanatory power is being assessed, Xi is a vector of age-education- 
race dummy variables treated as fixed effects, and eit is an error term. The 
predicted change in the employment-population ratio between year t and 

13.  Following most of the literature, I exclude individuals in group quarters and those 
with zero weights. All analyses are weighted. The number of observations in the male sam-
ple, pooled over all three years, is approximately 120,000; that for females is approximately 
129,000.
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year t + 1 is therefore [Vt+1(Xi = x) - Vt(Xi = x)]g for age-education-race 
group x, and the predicted change for the population as a whole is the 
weighted sum of these changes over all age-education-race groups. This 
fixed-effects model is equivalent to a first-differenced model, although 
estimated on individual rather than grouped data. The predictions can be 
compared with actual changes in the employment-population ratio by 
group and overall.

III.A.  Wages

The CPS interview asks respondents to report earnings, weeks worked, 
and average hours of work per week in the preceding year. The last of these 
variables is particularly prone to measurement error and leads to the well-
known problem of “division bias,” so I instead compute weekly wages by 
dividing earnings by weeks worked.14 The main results use weekly wages 
of all workers, but analyses reported in the appendix use the wages of full-
time, year-round (40 or more weeks per year, 35 or more hours per week) 
workers only, as a further test of whether variation in hours worked or 
weeks worked affects the weekly wage estimates (many other studies, such 
as Acemoglu and Autor 2011, also use this measure). Persons in group 
quarters, the military, the self-employed, and those with allocated earn-
ings are excluded from the wage sample, again as in the studies just ref-
erenced.15 Weekly wages are expressed in 2007 dollars using the personal 
consumption expenditures (PCE) deflator.

Table 4 shows changes in the logarithm of the real weekly wage by age 
and education for men and women, for comparison with the employment-
population changes shown in table 1. For men, these changes are roughly 
positively correlated with employment changes from 1999 to 2007, but 
considerably less of a relationship is observed from 1989 to 1999. How-
ever, there is also a positive relationship between the difference in wage 
changes across the two periods and the difference in employment changes, 

14.  The division bias problem is presumably less important here because hours of work 
are not used as the dependent variable. Nevertheless, measurement error in hours worked 
could be correlated with the error term in the employment equation. I report below how the 
results change when hourly wages are used.

15.  Allocated earnings values in the data are values that are imputed by the Census Bureau 
in cases where earnings are missing or have implausible values. The exclusion of those 
with allocated earnings makes no difference to the results. In addition, following Acemoglu  
and Autor (2011, p. 1162), I trim weekly wages at top and bottom, both to eliminate outliers 
and to eliminate those affected by top coding. However, rather than trim at fixed real weekly 
wage values for all years, as they do, I trim the top and bottom 5 percent of the distribution. 
All wage regressions are estimated using March CPS Supplement weights.
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with some of the largest reductions in wage changes from the earlier to the 
later period occurring among younger and less educated individuals, which 
is where the employment changes were also the largest. For women, the 
relationship is much weaker: most age-education groups experienced wage 
increases, not decreases, from 1999 to 2007, although it is also the case that 
the wage increases were typically even larger from 1989 to 1999.

In estimating the model with wages, a well-known problem, exten-
sively addressed in the labor supply literature, is that wage rates are not 
observed for nonworkers and must be imputed. I follow the fixed-effects 
approach described in equation 1 by first regressing the log of real weekly 
wages on the Xi vector (age-education-race dummy variables, separately 

Table 4.  Changes in Log Real Weekly Wages by Sex, Age, and Education, 1999–2007 
and 1989–99a 

Log points

Education

Age
No high  

school diploma
High school 

graduate Some college
College degree 

or more

Men
1999–2007
16–24 years -0.014 -0.027 0.007 -0.036
25–39 0.003 -0.028 -0.037 0.018
40–54 -0.035 -0.018 0.003 0.075
55–64 -0.030 -0.010 -0.018 0.004

1989–99
16–24 years 0.117 0.076 0.031 0.188
25–39 0.003 0.023 0.027 0.137
40–54 -0.004 -0.031 -0.004 0.101
55–64 -0.039 0.016 -0.019 0.138

Women
1999–2007
16–24 years -0.111 0.033 -0.008 0.036
25–39 0.038 0.028 0.071 0.043
40–54 0.049 0.047 0.048 0.088
55–64 -0.105 0.117 0.022 0.160

1989–99
16–24 years 0.174 0.095 -0.009 0.075
25–39 0.099 0.100 0.050 0.144
40–54 0.099 0.095 0.119 0.160
55–64 0.217 0.100 0.238 0.264

Source: CPS data and author’s calculations.
a. CPS data are weighted using the CPS Basic Weight.
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by sex) separately for each of the three years in question: 1989, 1999, and 
2007. Because the March CPS in those years reports earnings and weeks 
worked in the preceding calendar year, I select the sample and estimate 
these regressions using the 1990, 2000, and 2008 CPS, respectively. I then 
impute log weekly wages to all individuals in the March 1989, 1999, and 
2007 CPS using the estimated equation for the respective year and enter 
this variable into the Vit vector. The coefficient on predicted log weekly 
wages is thus identified by the covariance between the change in employ-
ment probabilities and the change in predicted wages conditional on the 
age-education-race group, averaged over the groups. Put differently, this 
is the individual-data equivalent of a first-differenced grouped-data regres-
sion in which the change in the mean employment-population ratio in each 
group is regressed on the change in the log real weekly wage for that group, 
conditional on the other variables in the Vit vector (nonlabor income and 
demographic characteristics).16

For purposes of the analysis here, I do not investigate the source of the 
change in wages; the literature on changes in the wage structure over the 
last several decades is replete with alternative explanations for differential 
wage movements by education, experience, and sex. In addition, I implic-
itly assume that wage changes are the result of shifts in labor demand for 
different groups, rather than shifts in the labor supply curve. If the latter 
occur, some of the wage coefficients could be negative, and the results 
will show this. The object of this exercise is to determine how far one 
can go with a traditional labor supply model in explaining changes in the 
employment-population ratio, not to estimate a general equilibrium model 
of the labor market.

Another well-known problem since the work of James Heckman (1974) 
is that the wages of workers alone may be a biased measure of what non-
workers would earn, and for the issue studied here, changes in employment 
over time may result in biased estimates of the effects of wage changes if 
only workers’ wages are used, because those who enter or exit employment 
may have systematically different wages than those who do not. For the 
main results reported, I employ a semiparametric version of the traditional 

16.  Estimation on the individual data is more efficient because it makes use of within-
group covariances of the variables in the Vit vector. Formally, either the individual-data 
approach or the grouped-data approach is equivalent to an instrumental variables procedure 
where “year” is the variable included in the wage equation—because it is estimated sepa-
rately by year—but excluded from the employment-population regression, which restricts all 
parameters to be the same over all years. This equivalence is demonstrated by Moffitt (1993) 
in a discussion of the work of Browning, Deaton, and Irish (1985).
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Heckman (1979) approach, one not requiring the normality assumption. 
Reduced-form, first-stage OLS estimates of the employment equation 
in each year (leaving out the wage) are used to predict probabilities of 
employment, and a polynomial in those predicted probabilities is then 
entered into the wage equation estimated on workers only. The selec-
tion bias effect is identified because the employment equation contains 
variables—nonlabor income and some demographic variables—that are 
excluded from the wage equation. The predicted wage from this equation, 
obtained by setting the predicted probability equal to 1 (which is equiva-
lent to setting the normal-distribution-based l to zero), is then used in the 
employment equation.

As a sensitivity test, I also use the method of imputing wages to non-
workers employed by Juhn and others (1991) and by Juhn (1992), modified 
slightly as suggested by Blau and Kahn (2007). I also estimate the model 
with no adjustment for selection bias at all.

III.B.  Nonlabor Income

The typical difficulty in constructing a variable for nonlabor income 
is that few types of such income are exogenous. Means-tested transfer 
income is inversely related to labor income and therefore to employment, 
and hence is endogenous, and most social insurance program benefits, such 
as unemployment insurance and Social Security, are likewise negatively 
related to employment (Social Security at certain ages is an exception). 
For this reason the typical labor supply study restricts the nonlabor income 
variable to include interest, dividends, and rent, which are contempora-
neously independent of labor market activity. However, these types of 
capital income are the result of past accumulation of capital, which is no 
doubt related to earnings as well. Moreover, large fractions of the popula-
tion receive no capital income at all. A third type of income sometimes 
included is earnings by other family members. The leading example is 
spousal earnings. However, this variable is also likely endogenous if the 
spouses coordinate their labor supply decisions.

Solving this old and difficult problem is beyond the scope of this study, 
so here I simply include interest and dividends in the measure of non
labor income, excluding rent received for data availability reasons.17 I also  
conduct sensitivity tests including earnings received by other family 

17.  The Census imputes rent received for many observations, with the result that a large 
fraction of the data has negative values for this form of income. In addition, very few fami-
lies receive any income at all from this source.
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members. The nonlabor income variable is converted to a weekly amount 
and expressed in 2007 PCE dollars.

III.C.  Demographic Variables

As noted in the review of labor supply models above, the presence of 
children, marital status, and other family structure variables have been 
shown in the literature to have strong effects on labor supply, albeit quite 
different ones for men and women. Here I construct a three-category mari-
tal status variable—married, single, or divorced-widowed-separated—and 
include variables for the number of young children (those aged 0 to 5) and 
older children (6 to 18). Also included are variables indicating whether the 
individual is the head of the household or an unmarried parent (essentially 
an interaction between marital status and children). These variables are 
potentially endogenous, but I do not address this issue.

III.D.  Results

Table 5 shows the results of the main model for men and women.18 The 
wage coefficient for men is 0.06 and is statistically significant at conven-
tional levels, implying that a 10 percent increase in the log weekly wage 
would raise the employment-population ratio by 0.6 percentage point. This 
corresponds to an elasticity of approximately 0.08, not large but consistent 
with the labor supply literature showing fairly inelastic labor supply curves 
for men. The wage elasticity for women is also positive but insignificant. 
This result simply reflects the lack of correspondence between the wage 
and employment changes from 1989 to 2007 shown in tables 1 and 4. Fur-
ther results for women that separate the estimates by marital status, and 
yield different estimates, are discussed below.

The other variables have the coefficient signs and significance levels 
expected from the literature. Nonlabor income has a negative effect on 
labor supply, the presence of young children reduces the employment prob-
abilities of women, that of older children also reduces women’s employ-
ment but increases it for men, and married men are more likely to work 
than unmarried men, whereas women exhibit the opposite relationship. For 

18.  The standard errors shown are not adjusted for the two-stage nature of the estimation. 
Bootstrapped standard errors are preferred, but those estimates are biased and inconsistent if 
used with weighted data. Instead, the model was estimated without weights, and the standard 
errors with and without bootstrapping were compared: the bootstrapped standard errors were 
two to four times the unadjusted errors. This would not affect the significance levels of the 
wage coefficients in table 5 at conventional levels. The standard errors on the other coef-
ficients were unaffected.
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both sexes, household heads are more likely to work, as are unmarried par-
ents, another common finding in the literature.

Table 6 compares the actual mean changes in male and female 
employment-population ratios in each of the two sample periods with 
those predicted by the estimated models.19 For men, the model explains 
all of—in fact, more than—the small decline in the 1989–99 period, but 
only about half of the decline in the 1999–2007 period. For women, the 
model explains a little over half the rise in the ratio in the first period but 
virtually none of the decline in the second.20

Table 7 shows how the explanatory variables in the model changed 
in each period, providing some insight into the sources of the model 

19.  Standard errors are not shown because the sample sizes (see note 13) are so large as 
to make them quite small.

20.  Separate model estimates for the 1989–99 and 1999–2007 periods show substantial 
differences in elasticities. Indeed, the women’s wage elasticity in 1999–2007 is negative, 
reflecting the fact that women’s wages rose over that period and their employment declined.

Table 5.  Regressions of Employment on Wages, Nonlabor Income, and Selected 
Demographic Variablesa

Regression coefficient

Independent variable Men Women

Log of real weekly wage in dollars 0.060* 0.009
(0.008) (0.015)

Weekly nonlabor income (thousands of dollars) -0.001* -0.001*
(0.000) (0.000)

No. of own children aged 0–5 0.000 -0.120*
(0.002) (0.003)

No. of own children aged 6–18 0.006* -0.027*
(0.001) (0.002)

Marriedb 0.072* -0.042*
(0.005) (0.005)

Divorced, widowed, or separated 0.019* 0.004
(0.006) (0.005)

Head of household 0.079* 0.096*
(0.006) (0.005)

Unmarried parent 0.025* 0.034*
(0.009) (0.006)

Source: Author’s regressions.
a. The dependent variable is a dummy variable set equal to 1 if individual i in year t (t = 1989, 1999, or 

2007) was employed and zero if not. Estimation is by OLS using pooled data from the 1989, 1999, and 
2007 CPS (for men and women separately) and including a full set of age-education-race interactions. 
Standard errors are in parentheses. Asterisks indicate statistical significance at the 10 percent level.

b. The last four independent variables reported are dummy variables. The omitted marital status 
category is “single.”
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predictions. In the 1999–2007 period, the predicted decline in the male 
employment-population ratio is accounted for by the decline in wages, 
the number of older children, the fraction married, the fraction divorced 
or widowed or separated, and the fraction that are heads of household. 
Multiplying each of these variables by its regression coefficient shows that 
the wage decline dominates the other influences in importance, followed 
by the decline in the fraction married. For women, virtually every variable 
changed in a direction that would increase rather than decrease employ-
ment: wages increased whereas nonlabor income, the number of younger 
and of older children, and the fraction married declined. This explains why 
no decline in employment was predicted for women in table 6.

Table 8 shows how well the model captures the age-education patterns 
of employment decline from 1999 to 2007 reported in table 1. The model 

Table 6.  Actual and Predicted Changes in the Employment-Population Ratio, by Sex, 
1989–1999 and 1999–2007a 

Percentage points

1989–99 1999–2007

Sex Actual Predicted Actual Predicted

Male -0.6 -1.7 -2.5 -1.3
Female 4.2 2.3 -1.5 0.1

Source: Author’s calculations.
a. The predicted change in the employment-population ratio between year t and year t + 1 is calculated 

as described in section III.

Table 7.  Changes in the Variables Explaining Employment, 1989–99 and 1999–2007

Change in variable mean

Men Women

Independent variable 1989–99 1999–2007 1989–99 1999–2007

Log of real weekly wage in dollars -0.028 -0.101 0.223 0.072
Weekly nonlabor income (thousands 

of dollars)
0.585 -0.241 0.549 -0.203

No. of own children aged 0–5 -0.031 -0.008 -0.034 -0.007
No. of own children aged 6–18 0.004 -0.027 0.008 -0.026
Married -0.028 -0.014 -0.031 -0.012
Divorced, widowed, or separated 0.016 -0.002 0.008 -0.003
Head of household -0.014 -0.006 -0.012 -0.007
Unmarried parent 0.007 -0.000 0.006 -0.001

Source: Author’s calculations.
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captures very little of the pattern of greater declines for younger and less 
educated women, but this is not surprising given its lack of overall explan-
atory power. The model captures some of the relatively greater decline for 
younger men (except for those with less than a high school education) but 
captures the greater decline among the less educated only for older men. 
The model is therefore only partly successful, at best, at capturing these 
patterns.

III.E. � Further Exploration of Patterns by Marital Status  
and Presence of Children

The lack of explanatory power of the model for women, together with the 
descriptive evidence, noted previously, that the decline in the employment- 
population ratio for women was concentrated among the unmarried and, 
within that group, among those without children, suggests that disaggre-
gation of the sample by marital status and presence of children may be 
warranted. In fact, an inspection of the wage data for women reveals that 
the log weekly wage fell for married women over 1999–2007 but rose 
for unmarried women. Among the latter, wages rose for those with chil-
dren and fell for those without children. Although this does not necessar-
ily imply that the models estimated above are misspecified, it is worth  
investigating whether the coefficients on wages and other variables are dif-
ferent for the different groups.

Table 8.  Predicted Changes in the Employment-Population Ratio, by Sex, Age,  
and Education, 1999–2007 
Percentage points

Education

Age
No high 

school diploma
High school 

graduate Some college
College degree 

or more

Men
16–24 years -0.9 -2.0 -1.3 -1.7
25–39 -0.7 -1.9 -1.4 -0.4
40–54 -1.5 -1.4 -0.6 -0.1
55–64 -1.8 -0.6 -0.7 -0.3

Women
16–24 years 0.3 -0.6 0.3 0.0
25–39 -1.0 -0.6 -0.4 -1.4
40–54 0.1 -0.2 0.2 -0.3
55–64 -0.3 0.3 -0.2 0.4

Source: Author’s calculations.
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To this end, table 9 reports estimations of the model for married and 
unmarried women separately, and for unmarried women with and without 
children separately.21 For married women the wage coefficient is 0.076, a 
statistically significant result and quite different from that estimated for 
all women combined (table 5). Married women’s wages rose strongly in 
the 1990s and, as just noted, fell from 1999 to 2007, so the model is much 
more successful in explaining both the growth of employment in the first 
period and the decline in the second (in fact, the decline is overpredicted 
in the second).22 But the lion’s share of the female employment decline 
occurred, in any case, among the unmarried, and here the estimated model 
yields an implausible negative wage elasticity when estimated over that 
subsample.23 This estimate is a simple result of the fact that wages for all 
unmarried women rose over the period, while their employment fell. How-

21.  Marital status and childbearing are likely to be endogenous variables, at least to some 
extent, and any bias arising from their endogeneity could be made worse by this stratifica-
tion. If there are unobserved variables affecting marital status, childbearing, and employ-
ment, and especially if the composition of different marital status and childbearing groups 
is changing over time, bias could arise. This issue should be addressed in future research.

22.  Models for married women were also estimated including the husband’s wage. The 
results did not change the general tenor of the results and are not presented.

23.  A negative wage elasticity could result from some type of endogeneity, or from a 
supply shock instead of a demand shock. However, it would be surprising if either of these 
occurred only for this subgroup of women and not for any other women or for men.

Table 9.  Wage Coefficients and Actual and Predicted Changes in the Female	   
Employment-Population Ratio, by Marital and Parental Status, 1989–99 and 1999–2007a

Change in employment-population ratio  
(percentage points)

Sample
Wage 

coefficient

1989–99 1999–2007

Actual Predicted Actual Predicted

Married 0.076* 5.2 4.5 -0.3 -1.1
(0.016)

Unmarried -0.077* 2.8 3.4 -2.9 -3.0
(0.012)

    With children 0.045 12.6 3.4 -0.3 2.0
(0.046)

    Without children 0.066* -0.1 -1.1 -3.5 -2.7
(0.008)

Source: Author’s calculations.
a. Equations are estimated for each sample using the same specification as in table 5. Standard errors 

are in parentheses. Asterisks indicate statistical significance at the 10 percent level.
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ever, a further disaggregation of unmarried women into those with and 
those without children yields quite different results. Both wage elastici-
ties are now positive, and for unmarried women without children, where 
the majority of the employment decline occurred, the model predicts 
an employment decline not far from the actual decline. This prediction 
arises because wages fell for this group, as noted above. Indeed, the wage 
decline dominates the influence of all the other variables in the model in 
magnitude.24 The model does a poor job of explaining the small decline 
in employment for unmarried women with children, however, predicting 
instead an increase of some magnitude.

These results suggest that further investigation is warranted into the rea-
sons for the differences in wage elasticities and in wage changes for women 
of different marital and parental status. The fraction of women who were 
married and had children was declining over the period, and this could be 
related to the employment changes, for example. It is also something of a  
puzzle why wage rates moved in such different directions for some of the 
demographic subgroups, who presumably operate in roughly the same 
labor market. This and other issues need to be explored.

IV.  Influences on Labor Supply: Taxes and Transfers

As noted in the literature review above, increases in taxes and transfers are 
often hypothesized to reduce labor supply and employment. The question 
addressed in this section is whether prima facie evidence exists for such 
effects specifically between 2000 and 2007.

IV.A.  Taxes

There were no changes in federal income taxes during 2000–07 that 
would have induced a decline in labor supply over the period, and as this 
section will show, many of the changes that did occur would suggest the 
opposite. The Economic Growth and Tax Relief Reconciliation Act of 
2001 provided for lower marginal tax rates at all income levels to be 
phased in gradually over 2001–06, repealed the phase-out of itemized 
deductions and the personal exemption by 2008, and made some tax rate 

24.  The wage elasticity for the two groups combined is positive because the wage 
increase for unmarried women with children was particularly large but their employment 
decline was small, whereas unmarried women without children saw a modest decline in 
wages but a large decline in employment. Thus, the wage and employment changes for the 
two groups combined are negatively correlated.
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reductions retroactive. The Jobs and Growth Tax Relief Reconciliation 
Act of 2003 accelerated some of those reductions and reduced capital 
gains tax rates, and the Working Families Tax Relief Act of 2004 acceler-
ated the provisions of both prior acts.

The relevant tax rate for the employment decision, as opposed to the 
marginal-hours-worked decision, is the average tax rate (ATR), which the 
Internal Revenue Service defines as total federal income tax due (after 
credits) as a share of adjusted gross income. Table 10 shows ATRs for all 
returns and for selected nominal income ranges in each of the years 2000 
to 2007. The ATR fell overall and for most income ranges over this period, 
which should have led to an increase in the employment-population ratio 
rather than its opposite.

Other taxes during this period either did not change, increased only 
slightly, or fell. The federal payroll tax rate below the maximum taxable 
earnings amount remained at 7.65 percent over the period, unchanged 
from its value in 1990. The taxable maximum itself (which is indexed to 
inflation) did rise, however, leading to a slight increase in the payroll ATR 
for those with higher nominal incomes. The phase-in and phase-out tax 
rates for the earned income tax credit were unchanged from 1996 to 2008, 
although the income level for the maximum credit and for the complete 
phase-out moved up, increasing work incentives for lower earners and 
decreasing them for higher earners. Capital gains and dividend tax rates 
generally fell, and estate and gift tax rates were reduced and exemption 
levels raised.

Table 10.  Average Tax Rates, Federal Income Tax, by Selected Income Category, 2000–07a 

Percent

Adjusted gross incomeb

Year All returns $1–$10,000
$30,000–
$50,000

$50,000–
$100,000

$100,000–
$200,000

2000 16.1 4.5 9.4 12.2 17.3
2001 15.2 2.8 9.1 11.7 16.6
2002 14.1 2.5 8.0 10.6 15.8
2003 13.0 2.5 7.6 9.6 14.0
2004 13.3 2.4 7.6 9.2 13.6
2005 13.6 2.5 7.5 9.1 13.3
2006 13.8 2.7 7.4 9.0 13.1
2007 13.8 2.7 7.3 9.0 12.8

Source: SOI Bulletin, various issues.
a. The average tax rate is total federal income tax due (after credits) as a share of adjusted gross income.
b. Income is in nominal dollars.
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IV.B.  Transfers

The federal system of transfers includes both programs that provide 
means-tested transfers and social insurance programs, where eligibility and 
benefits are based on past earnings contributions. The leading means-tested 
programs in terms of expenditure and caseloads are Medicaid, Supple-
mental Security Income (SSI), Temporary Assistance for Needy Families 
(TANF, formerly AFDC), the Supplemental Nutrition Assistance Program 
(SNAP, since 2008 the official name of the food stamp program), and the 
federal housing aid programs. The leading social insurance programs are 
the Social Security retirement (Old Age and Survivors Insurance) program, 
Medicare, UI, and the Social Security disability insurance (DI) program.

Theoretically, most of these programs might be expected to reduce 
work incentives among their beneficiaries and hence to reduce work effort, 
although their governing laws and regulations include many specific 
provisions that could go either way and will not be discussed here. More 
important is the empirical literature on the existence and size of those 
disincentives; that literature is quite large for some programs and quite 
small for many others. The literature was recently reviewed by Yonatan 
Ben-Shalom, Moffitt, and John Scholz (forthcoming), who find the evi-
dence on work disincentives to be modest for most programs and very 
sparse for some. There is virtually no research evidence on the work dis-
incentives of the current TANF program, for example, and very little for 
SSI. However, the TANF caseload is extremely small and very unlikely 
to contribute to the widespread employment-population declines seen in 
the data, and SSI affects only the aged and the disabled. A few studies 
have examined the work disincentives of expansions of the Medicaid pro-
gram and have shown zero or negligible effects (Gruber 2003, Ham and 
Shore-Sheppard 2005). SNAP appears to create work disincentives that 
are quite small, primarily because the benefit in question (food coupons) 
is not sufficiently large to provide much additional income as a result of 
reduced work effort (Currie 2003). A recent study of the federal housing 
aid programs shows them to create significant work disincentives, lower-
ing employment by about 4 percentage points (Jacob and Ludwig 2012). 
However, once again, housing subsidy recipients are a restricted set of 
the population.

As for the social insurance programs, a vast literature analyzes the 
effects of the Social Security retirement program on retirement ages and the 
labor supply of the elderly, but they are outside the scope of this study. Evi-
dence on the program’s indirect impact on labor supply by the nonelderly is 
too sparse to allow any reliable conclusions. The few recent studies of the 
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effect of Medicare on labor supply (such as French and Jones 2011) suggest 
the possibility of nontrivial work disincentives but, once again, only for 
those 65 or older. Research on the disincentive effects of Social Security’s 
DI program has been increasing because of the recent growth in its case-
load and expenditure. No consensus on its work disincentive effects has 
yet emerged, however: studies using traditional benefit-employment cor-
relations (such as Autor and Duggan 2003) show larger disincentives than 
studies using rejected applicants as a control group (Bound, Lindner, and 
Waidmann 2010).25 A very large literature examines the work disincentives 
of the UI program but reaches very little consensus on the magnitude of the 
effects. If one considers only the effects of the basic UI program and not 
of its extensions during economic downturns—there was no difference in 
UI extended benefits in 2000 and 2007—the most cited study is the recent 
work of Raj Chetty (2008), which implies nontrivial work disincentives of 
the program on lengths of unemployment spells.

More important for present purposes is whether any of these programs 
grew in size over 1999–2007 and, if so, whether there was any significant 
change in their structure, eligibility, or benefits over that period. Figure 4 
shows that among the major means-tested transfer programs, only Medic-
aid and SNAP saw substantial growth in caseloads during this period; the 
SSI caseload also grew, and the housing caseload declined, but both only 
slightly; the TANF caseload also declined. The growth of Medicaid during 
this period was a result of legislation in 1999 creating the State Children’s 
Health Insurance Program (SCHIP, later renamed CHIP), which expanded 
coverage to children. This expansion should have had only an indirect  
impact on adult work effort. In addition, the growth of the Medicaid pro-
gram began much earlier, in the late 1980s, as a result of expansionary 
reforms for coverage of children and pregnant women, which continued to 
have an impact over succeeding years.

More relevant to adult work effort is the rise in the SNAP caseload per 
capita, which began around 2000 and continued to grow thereafter (and 
accelerated after the onset of the Great Recession). The reasons for this 
growth relate to administrative reforms intended to increase the partici-
pation rate of eligible families, which historically had been only around  
60 percent. Beginning in the late 1990s and early 2000s, the U.S. Depart-
ment of Agriculture began strongly encouraging states to make it easier 

25.  However, von Wachter, Manchester, and Song (2011) have found that even the rejected- 
applicant methodology shows growing work disincentives over time as a result of changes 
in the composition of the caseload.
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to participate in the program. These activities included extensive outreach 
programs to inform low-income communities about the program; simpli-
fied eligibility criteria that reduced the paperwork requirements for appli-
cation; reduced recertification requirements requiring less reporting and 
less frequent reestablishment of eligibility; and relaxed asset test require-
ments (Leftin and Wolkwitz 2009). These reforms have been found to be a 
major cause of the increase in the caseload (Klerman and Danielson 2009).

Earlier research (for example, Currie 2003) has found SNAP to create 
very small work disincentives, if any. However, it is possible that the mar-
ginal individuals brought into the program by these administrative reforms 
had higher levels of initial employment and perhaps stronger employment 
reductions from receiving program benefits. Although no direct evidence 
on this question is available, one can identify where in the income dis-
tribution the increases in participation from 2000 to 2007 occurred. As 
table 11 indicates, these increases were concentrated among the very poorest  

1975 1980 1985 1990 1995 2000 2005
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Recipients per 100 population 

Medicaid

SNAPa
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SSIc 
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Source: Author’s data set compiled from various government sources.
a. Supplemental Nutrition Assistance Program.
b. Temporary Assistance for Needy Families replaced the Aid to Families with Dependent Children 

program in 1996.
c. Supplemental Security Income.
d. Includes Section 8 subsidized housing, public housing, and other programs.

Figure 4.  Caseloads of Means-Tested Federal Transfer Programs, 1970–2010
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families, those with incomes less than 25 percent of the poverty line.26 
Although in principle the low incomes of these families may be partly the 
result of program participation, it seems unlikely that their employment 
would be very high in the absence of participation, as might have seemed 
more possible if the participation increases had occurred somewhat higher 
in the distribution. In any case, more research on this question is needed.

Figure 5 shows the growth in caseloads per capita of the two social 
insurance programs for the nonelderly, UI and DI. The UI caseload was 
approximately the same in 2000 and 2007, not surprisingly since the 
unemployment rate was the same in those years as well, and no structural 
reforms of the program took place between those years. The DI program, 
on the other hand, continued a pattern of growth that had begun in 1990 
(and which continued into the Great Recession and its aftermath).27 Much 
research has been conducted on the causes of this growth. Declining wages 
for the low-skilled population may be one factor responsible, but changes 
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Source: Author’s data set compiled from various government sources.

Unemployment insurance

Disability insurance

Figure 5.  Unemployment and Disability Insurance Caseloads, 1970–2010

26.  Recall that the official definition of income excludes SNAP benefits.
27.  The rate of applications is much more volatile than the slow-moving caseload stock 

shown in the figure (David Autor, personal correspondence). Moreover, applications are also 
correlated with work disincentives because applicants typically do not work while awaiting 
an award decision, which could be as much as 5 years later. The application rate per 1,000 
persons aged 25–64 in the population was 8.25 in 1999 and 13.72 in 2007.
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in administrative procedures that effectively allow more eligible individu-
als into the program are thought to be another (Bound and others 2010).

A reexamination of the disincentive effects of the DI program is beyond 
the scope of this paper, but a relevant piece of evidence that can be gleaned 
from the CPS is whether the magnitudes and pattern of increases in DI 
receipt across age-education groups (receipt of DI benefits is reported in 
the survey) match up with the patterns of employment decline. Table 12 
shows how DI receipt reported in the CPS changed between 1999 and 
2007 for the different groups of men and women; these data provide little 
basis for concluding that DI has played much of a role in the employment 
decline. Some of the youngest and least skilled groups have seen increases 
in receipt, but the magnitudes are tiny compared with the declines in the 
employment-population ratio shown in table 1. Many older groups have 
actually seen declines in receipt. Although the fraction of the caseload 
composed of somewhat younger men has increased in recent decades (von 
Wachter and others 2011), the caseload is still dominated by older men: 
in the CPS data set used here, the share receiving DI exceeds 3 percent in 
some of the subgroups within the 55–64 age group, but never more than 
half a percent among those under 40. Thus, the patterns of receipt of this 
type of transfer do not match up well with the age patterns of the employment-
population ratio decline.28

Table 11.  SNAP Households by Poverty Status, 2000 and 2007

 
 
 

Gross household income (as percent of poverty line)

Percent of all  
households receiving 

SNAP benefits

2000 2007

0–25 16.8 23.6
26–50 16.2 15.3
51–75 25.3 17.8
76–100 30.3 30.7
101–130 10.4 10.5
131 and over 1.0 2.1
    All households 100.0 100.0

Sources: U.S. Department of Agriculture (2001, 2008).

28.  DI receipt can be as much a result of employment declines as its cause. Therefore, 
if the pattern of receipt were to match up well with the pattern of employment declines, no 
causal conclusions could be drawn. However, the failure of them to match up well constitutes 
legitimate evidence in the opposite direction, that the program is unlikely to have played a 
major role.
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In summary, few changes in the tax and transfer system during 1999–2007 
are likely to have contributed to the decline in employment-population ratios. 
Income tax rates fell rather than increased, and no other significant changes 
in the tax system occurred. Most transfer programs did not experience pro-
grammatic reform, and those that experienced significant caseload growth 
over the period are unlikely to have played a major role in the employment 
declines, although more study of SNAP in this regard is warranted.

V.  Other Possible Influences on Labor Supply

Several other factors that may have influenced the decline in employment-
population ratios are worthy of consideration. These include changes in 
time use, health status, incarceration, and the minimum wage.

V.A.  Time Use

Time use could be a contributing explanation if the decline in employment- 
population ratios was accompanied by an increase in nonmarket work, 
household production, or time devoted to childcare. Although such a shift 
would itself require an explanation, it would obviously suggest a concrete 
direction for exploration. Unfortunately, examining this hypothesis specifi-
cally for the 1999–2007 period is severely limited by lack of data. Modern 
analyses of time use begin with the American Time Use Survey (ATUS), 

Table 12.  Changes in Share of Population Receiving Disability Insurance Benefits, 
by Sex, Age, and Education, 1999–2007 
Percentage points

Education

Age
No high  

school diploma
High school 

graduate
Some 

college
College degree 

or more

Men
16–24 years 0.04 0.19 -0.03 0.00
25–39 -0.18 -0.09 -0.07 -0.08
40–54 -0.14 0.33 -0.06 0.08
55–64 0.41 -0.21 0.70 -0.62

Women
16–24 years 0.06 0.17 -0.08 0.00
25–39 -0.06 -0.17 0.01 -0.24
40–54 0.28 0.09 0.17 0.11
55–64 0.22 0.59 0.11 0.14

Source: Author’s calculations.
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whose first year was 2003. As I have emphasized, 2003 witnessed the 
trough of a business cycle and a peak of unemployment (see figure 2), and 
consequently one should expect to see a decline in employment-population 
ratios and probably an increase in nonmarket work between 1999 or 2000 
and that year. However, no time use survey is available for 1999 or 2000 
in any case. Before the 2003 ATUS, the most reliable recent survey was 
conducted in 1985, far too early to draw conclusions for the time period 
under consideration here. Further, Mark Aguiar and Erik Hurst (2007) have 
shown that nonmarket work time actually declined over 1985–2003—the 
wrong direction for explaining a downward trend in employment. A 1994 
survey exists but is widely regarded as fairly unreliable, often providing 
counterfactual results, and its time use categories are not completely com-
parable to those used in the ATUS. Aguiar and Hurst also analyze that sur-
vey, however, and again find that nonmarket work declined from 1994 to 
2003, albeit by a smaller amount than from 1985 to 2003.

Aguiar, Hurst, and Loukas Karabarbounis (2011) use the ATUS to chart 
nonmarket work time from 2003 to 2007 and beyond (their paper is more 
focused on trends in the Great Recession). Their data show strong increases 
in market work and declines in nonmarket time from 2003 to 2007. Again, 
however, this was unquestionably a cyclical recovery period, and this direc-
tion of effect is exactly what one would expect for that phase of a cycle.

Somewhat better recent data are available on time spent in childcare. 
Garey Ramey and Valerie Ramey (2010) analyze data for 1975–2008 and 
find an upward trend in childcare time. Although this is evidence in sup-
port of the hypothesis that changes in time use contributed to the decline 
in employment, the pattern by level of parental education in the childcare 
trend was exactly the opposite of that in the employment-population ratio 
demonstrated previously. Whereas the declines in employment were dis-
proportionately concentrated among the less educated—and, as the previ-
ous section showed, among the unmarried—the increases in childcare time 
were concentrated among higher educated, married individuals.

V.B.  Health

A decline in the overall health of a population is another factor that 
could contribute to a decline in employment. Although one would natu-
rally expect health to improve over time for a population with growing 
income per capita, it need not necessarily improve over shorter periods, 
particularly for the most disadvantaged subgroups. Measurement is a 
difficult issue here as well: the use of medical records to determine trends 
in specific morbidity rates is subject to bias, because improved medical 
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procedures generally result in greater detection of disease. The most com-
monly used measure of health status is a self-rated measure from survey 
questions asking whether an individual’s health is excellent, good, fair, or 
poor. This question is used in the CPS as well as in the National Health 
Interview Survey and others. Unfortunately, time trends in the fractions of 
the population reporting these different health status categories differ dra-
matically across surveys—rising in some, falling in others, and stationary 
in others, including over 2000–07 (Salomon and others 2009). In any case, 
the CPS, in particular, shows improvements in health in almost all age, 
education, and race categories, so it is unlikely that this factor is a signifi-
cant one in the employment-population trends under study here.

V.C.  Incarceration

The dramatic increase in the incarceration rate of disadvantaged men 
is well known and is another trend that could be related to the decline of 
male employment.29 The number of prisoners in federal or state prisons per 
100,000 residents rose by almost five times between 1975 and 2009 (Pettit 
2012). Much of the increase was among less educated men: the fraction of 
non-Hispanic white men with less than a high school education who were 
incarcerated rose from 3.5 percent in 1980 to 8.3 percent in 2008, and that 
for non-Hispanic black men rose from 9.6 percent to 29.6 percent over 
the same years (Pettit 2012, table 3.1). Changes in sentencing and parole 
policy account for most of the rise (Raphael 2010).

However, these increases in incarceration do not necessarily align well 
with the employment declines studied here: incarceration has risen steadily 
since the late 1970s or early 1980s, and if anything, the rise slowed in 
the 2000s. In addition, as appendix table A.1 indicates, the employment 
declines were not particularly concentrated among the non-Hispanic black 
population. Further, the CPS figures on employment include only the non-
institutionalized population and hence exclude men in prisons and jails. In 
a simple supply-and-demand framework, one would expect a reduction 
in the aggregate labor supply of less educated men to lead to an increase 
in equilibrium wages and consequently to an increase, not a decrease, in 
employment among those men remaining.

Nevertheless, the potential impact of long-term increases in incarcera-
tion could be felt through its impact on the employment rates of men after 
they leave prison. Substantial evidence indicates that past incarceration 
reduces the probability of being hired (Raphael 2010), and indeed, many  

29.  I thank Steven Davis for suggesting this avenue of investigation.
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employers have explicit rules against such hiring. Becky Pettit (2012, 
table 1.4) uses data on the age distribution of prisoners over time to esti-
mate cohort rates of cumulative imprisonment by ages 30–34 and finds 
those rates to have risen dramatically over time: the share of white male 
school dropouts who had ever been incarcerated rose from 14.4 percent in 
1999 to 28.0 percent in 2009; the rate for black male dropouts rose from 
46 percent to 68 percent. Although these rates were already increasing in 
earlier decades, it is possible that they rose to such high levels in the 2000s 
that the negative impact on male employment rates was particularly large.

V.D.  Minimum Wage

Wage rigidities may also account for some of the 1999–2007 employ-
ment decline; if so, they would also explain why wages do not play a  
more important role in the labor supply models estimated in this paper.30 
Markets for low-wage labor, at least those for the very unskilled, are  
typically nonunionized and fairly competitive, so it is unclear whether 
wage rigidities are important for the groups that have been shown here to 
have experienced the largest employment declines. The only significant 
source of such rigidities is the minimum wage. However, trends in the 
national real minimum wage go in exactly the wrong direction to explain 
the differing employment trends in the 1990s and the 2000s before 2007. 
The real federal minimum wage declined from 1974 to 1989, rose from 
1989 to 1997, and then declined again from 1997 to 2006. It has risen 
dramatically since then, beginning with an increase from $5.15 per 
hour to $5.85 per hour in July 2007, but that increase occurred after the  
March 2007 CPS, too late to have had any effect on the trends studied here.

VI.  Summary and Implications for Postrecession Employment

The decline in the employment-population ratios for men and women 
during 1999–2007, before the Great Recession, represents a historic 
turnaround. The decline was disproportionately concentrated in the less 
educated and younger groups within both the male and the female popu-
lations and, within the latter, among unmarried women, especially those 
without children. A standard model that emphasizes the role of wage rates 
and nonlabor income can explain about half the decline for men but none of 

30.  Shimer (2011 and elsewhere) has suggested that wage rigidities could play an impor-
tant role in movements in the labor force participation rate. However, his emphasis is on 
explaining cyclical movements rather than trends, which are the focus here.



236	 Brookings Papers on Economic Activity, Fall 2012

it for women, whose wages rose, on average and across all subgroups, over 
the period. However, separate examination of trends in wages and employ-
ment for married and unmarried women, and for unmarried women with 
and without children, finds a more important role for wages. The decline in 
female employment was by far the largest for unmarried women without 
children, and wages for that group declined over 1999–2007. However, the 
different trends in wage rates and other determinants of employment for 
these different demographic subgroups raise many questions that need to 
be explored.

Most other possible influences on the employment-population ratio 
also appear unlikely to have contributed to the 1999–2007 decline. Fed-
eral income tax rates fell rather than rose, other federal tax rates did 
not rise, and federal transfer programs did not change in structure or in 
patterns of growth that line up with the employment declines, although 
further study of the Supplemental Nutrition Assistance Program and 
the Social Security disability insurance program would be worthwhile. 
Changes in health status, the minimum wage, and other factors also appear 
to have played no role, although rising rates of incarceration among dis
advantaged and younger men may have contributed. Whether changes in 
time use and home production accompanied the employment declines is not 
answerable with the available data but remains a possibility. Further analy-
sis of possible contributors to the employment decline is clearly needed.

In 2008, with the onset of the Great Recession, the employment- 
population ratio plummeted, falling to approximately 72 percent for men 
and 63 percent for women in 2009. It has exhibited a slow recovery since 
that time. Given the downward trend in the ratio before the Great Reces-
sion, a natural question is whether it will return to its 2007 level after 
the recovery is complete, or only to a lower level. The model estimated  
in this paper can be used to forecast employment-population ratios in 
2011, the latest year for which CPS data are available. The results suggest 
that the ratios may fully return to their 2007 levels. The online appendix 
to this paper describes the details of the calculation.31

31.  Online appendixes and replication files for the papers in this volume may be 
accessed on the Brookings Papers website, www.brookings.edu/about/projects/bpea, under 
Past Editions.
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a pp  e nd  i x

Supplementary Tables and Estimates

Table A.1 shows the changes in the employment-population ratio from 
2007 to 2001 by race as well as by age and education.

Tables A.2 and A.3 show the estimated wage coefficients for the main 
model for subgroups of men and women, respectively, for the years 1989, 
1999, and 2007 (estimated from the 1990, 2000, and 2008 March CPS, 
respectively). Demographic variables for marital status and headship are 
included on the presumption, supported by much of the literature, that 
much of the correlation between these variables and wage rates is causal. 
The predicted probability of being in the wage sample—which is not only 
the predicted probability of working during the year but also that of not 
satisfying any of the exclusions from the sample noted in the text—is taken 
from a first-stage reduced-form OLS employment status regression.32 The 
identifying variables are those for children and nonlabor income. The coef-
ficient on the predicted probability is negative for men, which is consistent 
with positive selection (that is, nonworking men have lower wage rates 
than working men). However, the coefficient is positive for women, which 
is generally interpreted as implying that women with higher market wage 
rates have even higher reservation wages.

Table A.4 shows estimates of the wage coefficient from different meth-
ods of imputing wages and estimating the model, along with the predicted 
changes in employment probabilities for comparison with those in table 6. 
The first row shows the effect of using no adjustment for selection bias in 
the wage equation. The wage coefficient for men is negative in this case, 
whereas that for women is positive. For men, the declining employment 
rate leads to an increase in the wage conditional on working, and this 
leads to a negative correlation between the wage change and the change 
in employment. For women, selection operates in the opposite direction, 
leading to a positive bias. However, the predicted changes in employment 
probabilities for the two time periods are very close to those in table 6.

The second row shows the effect of imputing wages to nonworkers using 
a method closely related to that of Blau and Kahn (2007), who themselves 
adopted a method used by Juhn (1992) and Juhn and others (1991). The 
latter two studies imputed wages of those who had worked 1–13 weeks to 
nonworkers, whereas Blau and Kahn estimated regressions separately for 
those who worked less than 20 weeks and those who worked 20 weeks or 

32.  A quadratic predicted probability was also tested but yielded very similar results.
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more, and then imputed wages to nonworkers from the less-than-20-weeks 
regression. The present study estimated separate wage regressions for those 
with less than 20 weeks worked, those with 20–39 weeks worked, and 
those with 40 or more weeks worked. Wages of nonworkers are imputed 
from the predicted values from the less-than-20-weeks regression, and 
wages for workers are predicted from a fixed-weighted average of the 
wages predicted from the three regressions, using as weights the fractions 
of the sample that worked less than 20, 20 to 39, and 40 or more weeks in 
1999.33 As the table shows, this method yielded much larger wage coeffi-
cients than did the conventional method. The predicted changes in employ-
ment probabilities are always positive and considerably further from the 
actual changes than the predictions from the conventional selection bias 
method.

The third row shows the effect of restricting the sample in the wage 
equation to workers with 40 or more weeks of work per year and at least 
35 hours worked per week, a common method of eliminating variation 
in weeks and hours worked from the wage measure and obtaining some-
thing closer to an hourly wage (see, for example, Acemoglu and Autor 
2011). The method runs the danger of selecting on an endogenous vari-
able (weeks of work) but, perhaps more important, results in a rather 
restricted set of observations for the wage sample.34 In some of the age-
education cells, the fraction of the sample that is included in the wage 
regression is less than 10 percent, and very often it is less than 25 percent 
(recall that observations with allocated earnings are also excluded). This 
not only makes selection bias adjustments more fragile but also leads to 
imputing wages from what may be a rather atypical sample to the full 
sample. This method yields somewhat smaller wage elasticities for men 
and somewhat larger ones for women. The predicted changes in employ-
ment are slightly worse for men and very slightly better for women.

The fourth row shows the effect of using log real hourly wages instead 
of log real weekly wages in the model, using the CPS variable for aver-
age hours worked in the preceding year. The male wage coefficients and 
employment predictions from this model are very close to those using the 
weekly wage, but the results for females are quite different, with a nega-
tive wage elasticity. This may be the result of a bias related to division 
bias. The employment status predictions are slightly better than in the main 
model, mostly because wages of women were rising over the period while 

33.  I thank Steven Davis for suggesting this method.
34.  I thank Steven Davis for emphasizing this point.
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employment rates were falling, and a negative wage elasticity can explain 
this better than a positive one.

The final row shows the effect of using a probit model for the first-stage 
reduced-form employment status regression and for the final employment 
status regression containing the predicted wage. The results are quite simi-
lar to those using the main model, which used OLS.

ACKNOWLEDGMENTS     Comments from David Autor, Steven Davis, 
Alexandre Mas, the editors, and the Brookings Panel participants are appreci-
ated. Nicole Lott and Lu Xu provided excellent research assistance.
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Comments and Discussion

Comment By
STEVEN J. DAVIS    U.S. employment rates drifted down from 2000  
to 2007, fell precipitously in the wake of the financial crisis and recession 
of 2008–09, and showed little or no sign of recovery as of this writing 
in late 2012. These developments fully erased the large employment rate 
gains achieved in the 1980s and 1990s. They constitute a very serious set-
back in economic performance, with long-term negative repercussions for 
human capital, real wages, living standards, and tax revenue net of govern-
ment transfers.

In this paper Robert Moffitt focuses on employment rate changes from 
1999 to 2007 and from 1989 to 1999. The selection of time periods reflects 
a desire to examine developments between business cycle peaks so as 
to highlight longer-term forces. Table 1 of the paper shows widespread 
employment rate declines across age-education groups from 1999 to 2007 
for men, with steeper declines for the younger and less educated. The only 
exception to the downward drift among men is the essentially flat employ-
ment rates for the college educated aged 25 and older. Women aged 16–24 
and 25–39 also show notable employment rate declines from 1999 to 2007, 
especially among the less educated. In contrast, women aged 55–64 expe-
rienced sizable employment rate gains across education groups. On the 
whole, men experienced larger employment rate declines than women from 
1999 to 2007, but the decline relative to pre-1999 trends was greater for 
women.

After documenting these facts, the paper turns to simple empirical mod-
els that relate employment rate changes to real weekly earnings, nonlabor 
income, marital status, and family structure. This part of the paper produces 
few robust conclusions about the proximate determinants of employment 
rate changes. As it turns out, the chief empirical results are highly sensitive 
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to the wage measure and, for women, to basic aspects of the regression 
specification.

The specification sensitivity for women comes through clearly in a com-
parison of tables 6 and 9. When the same regression specification is 
imposed on all women, the fitted empirical model accounts for none of 
the overall drop in female employment rates between 1999 and 2007 
(table 6). However, letting the regression coefficients vary by marital status 
and, for unmarried women, by the presence of children yields a very dif-
ferent picture. The predicted changes implied by the flexible specification 
account well for the actual employment rate changes for married women 
and for unmarried women without children over 1989–99 and over 1999–
2007 (table 9).

The performance of the flexible specification for unmarried women with 
children is harder to assess. Moffitt writes that the flexible model “does 
a poor job of explaining the small decline in employment for unmarried 
women with children, however, predicting instead an increase of some mag-
nitude.” But it is unclear whether the differences between the actual and the 
predicted changes for this group are statistically significant. Both quanti-
ties in these comparisons are subject to sampling variability. The samples 
for unmarried women with children are smaller than for the other groups 
in table 9 (personal communication with the author). The table reports a 
large standard error on the estimated wage elasticity for this group, and 
a footnote to the discussion of table 5 suggests that the reported standard 
errors are too small in any event. In sum, the flexible specification appears 
to perform well in accounting for changes in women’s employment rates 
from 1989 to 1999 and from 1999 to 2007—with the possible exception of 
unmarried women, for whom the evidence is not very informative.

These results hold when using the wage measure featured in the main 
text. A key challenge in constructing the wage measure is how to handle 
nonworking persons, for whom there is no contemporaneous wage observa-
tion. Ignoring this issue would lead to potentially biased wage measures—
and biased estimates of employment responses—because changes over 
time in observed wages may not accurately reflect changes over time in 
market opportunities for nonworking persons or for all persons. To address 
this issue, the main text uses the predicted wage for employed persons from 
a wage equation that incorporates a selection correction for employment 
status. The selection correction is identified by excluding nonlabor income 
and the two variables relating to number of children from the wage equa-
tion, while including these variables in the employment probability equa-
tion. Both equations contain other controls.
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The paper says little about why these selection-corrected wage measures 
could be expected to adequately adjust for changes over time in the market 
wage opportunities of nonworking persons. For unmarried men, it seems 
unlikely that the children variables provide much leverage for estimating 
the selection correction. For women, it is useful to recall that the underly-
ing wage measure is average weekly earnings during the calendar year, so 
the wage measure is affected by the number of hours worked per week. The 
presence of children, especially young children, is likely to have a strong 
effect on desired work hours and work intensity for many women, and 
therefore on their set of relevant market wage opportunities. Thus, I do not 
see a good case for excluding the children variables from the wage equation 
for women. In future work that uses selection-corrected wage measures to 
explain employment changes over time, I hope to see a vigorous defense 
of the exclusion restrictions and a fuller case in favor of the resulting selec-
tion-corrected wage measures.

The paper also considers an approach that imputes wages to nonworkers 
based on the wages of persons with 1–19 weeks of work during the year.1 
Appendix table A.4 reports selected results for this alternative wage mea-
sure. For both men and women, it yields estimated wage elasticities that are 
an order of magnitude larger than the ones reported in the main text (tables 5  
and 9). That is, the most important response coefficient in the model is 
extremely sensitive to the construction of the wage measure. It is unclear 
what to make of this sensitivity.

There is another head-scratching aspect of table A.4. Recall the gen-
erally downward movement in men’s wages from 1999 to 2007 for the 
wage measure featured in the main text (top panel of table 4). This pat-
tern coupled with the large wage elasticity reported in the second row of 
table A.4 leads me to expect a strong negative predicted employment rate 
change for men from 1999 to 2007. Instead, the second row of table A.4 
reports a positive predicted change over this period. It is puzzling that the 
alternative wage measure yields a much larger estimated wage elasticity 
in the employment rate regression and generates a much smaller predicted 
employment rate change. More work is needed to understand what lies 
behind this result, even at a mechanical level.

Section V of the paper considers several additional factors that are 
potentially important for understanding longer-term employment rate 
changes. I share Moffitt’s view that the Supplemental Nutrition Assistance 

1.  See the appendix to the paper for a full explanation of how wages are measured under 
this approach.
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Program, the Social Security disability insurance program, and rising rates 
of incarceration and imprisonment have had potentially important effects 
on the employment rates for some demographic groups, and that their roles 
warrant further study. More generally, I see a strong need for additional 
research to improve our understanding of the reasons for the worrisome 
declines in U.S. employment rates during the 21st century.

Comment By
ALEXANDRE MAS    Why did job growth slow before the Great Reces-
sion? Between 1999 and 2007 the employment-to-population ratio fell by 
1.3 percentage points. For prime-age men the decline in the ratio appears to 
be roughly a continuation of a 30-year trend, but the decline among young 
adults accelerated, and the female employment rate declined slightly after 
decades of increases. Understanding these changes may help clarify the 
current labor market situation. If the factors that caused this decline were 
still present after 2007, it could help explain the slow labor market recovery 
from the Great Recession. Yet surprisingly little research has been done on 
this question.

This paper by Robert Moffitt makes a significant contribution by docu-
menting the patterns of wages and employment rates over the 1989–2007 
period and interpreting these patterns within a labor supply framework. 
The focus on labor supply in explaining aggregate movements in employ-
ment puts this paper at the heart of the current macroeconomic debate. Its 
empirical methodology draws from a long literature on the estimation of 
labor supply functions. Such a paper is of value, particularly if, like this 
one, it is systematic, transparent, and carefully executed. I expect that this 
paper will be influential.

The goal of the paper is to assess whether a “standard” formulation 
of the static labor supply model on the extensive margin can explain the 
change in the employment-to-population ratio over the 1989–99 and 
1999–2007 periods. In the most stripped-down model, the employment 
decision depends on individual taste and on a set of variables that deter-
mine the labor supply decision, such as family structure, nonlabor income, 
and the wage. Implicit in the model is an assumption that there is a dis-
tribution of reservation wages. Workers seek (and successfully obtain) 
employment when the wage rises above their reservation wage, or when 
their reservation wage falls, for example following marriage or childbirth. 
The market is always in balance, and demand shocks affect a worker’s 
decision to participate through the wage alone. For example, if a worker is 
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out of the labor force following a shock to the manufacturing sector, that 
outcome results from the individual’s optimization in response to a lower 
available wage. During booms people choose to work because they are 
rewarded for this effort. During slumps there is a lower reward for work, 
so some people choose leisure.

Movements along an aggregate labor supply curve are certainly not 
the only explanation for why the employment-to-population ratio may 
have fallen. Unemployment can arise if workers are off their supply 
curve because of disequilibrium in the labor market or because the mar-
ket is imperfect. Indeed, the assumption that demand shifts affect employ-
ment only though the wage is quite strong given the available evidence 
(for example, Blanchard and Katz 1992) that wages take time to adjust to 
shocks. However, a complete examination of all the alternative hypotheses 
is beyond the scope of this (or any) study. A careful examination of the 
labor supply hypothesis alone is of value.

This paper is most closely related to the literature on the secular down-
ward trend in the male employment rate over the 1970s and 1980s (such 
as Juhn 1992 and Juhn, Topel, and Murphy 1991).1 These studies have 
employed a supply-and-demand framework to analyze changes in wages 
and measures of labor supply to explain aggregate changes in labor force 
participation and employment. The secular decline in male labor force par-
ticipation has many possible explanations, but the patterns of wages and 
employment are suggestive of a labor supply explanation: over 1970–80, 
those education-experience subgroups who experienced relative wage 
declines also had relatively lower participation.

At first blush it does not appear that this explanation can account for 
the decline in the employment-to-population ratio over the 1999–2007 
period, particularly for women. Demographics and measures of family 
structure did not change very much over this period, and for women the 
average wage increased somewhat. What casual observation misses, how-
ever, is that the observed wage is not necessarily the same as the wage 
offer available to the nonemployed, which is unobserved. Therefore, any 
conclusion that is not based on careful econometric analysis that explic-
itly accounts for the wage of nonworkers is incomplete. However, it is 

1.  It is also related to the literature on rising female labor force participation (for exam-
ple, Blau and Kahn 2007), although that literature has tended to emphasize changes in labor 
supply parameters over time, whereas this paper considers whether a model with fixed 
parameters has explanatory power.
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not straightforward to impute these wage offers, and that is at the heart of 
what this paper does.

The paper’s main analysis has three components. The first is to impute 
offer wages for nonworkers in the Current Population Survey, the second is 
to estimate the parameters of a labor supply model, and the third is to use these  
estimates to predict the effect of changes in demographic composition, 
family structure, nonlabor income, and wages on the employment-to-
population ratio. I will comment on each of these.

The paper considers three different approaches to measuring wages. 
The most basic approach assigns the average weekly wages of full-time, 
year-round workers in an education-age-race-sex cell to all individuals 
(employed or not employed) in the same cell. The obvious drawback to this 
procedure is that nonworkers may be very different from fully employed 
workers, and it is this problem that the other approaches seek to address. 
The first of these is a semiparametric version of the Heckman selection 
model, and the second is based on Francine Blau and Lawrence Kahn 
(2007) and Chinhui Juhn (1991). Both have their disadvantages. I will dis-
cuss some of these below, with the caveat that these critiques are not spe-
cific to this paper but apply to the methodology employed by the broader 
literature. This paper’s objective is not to improve on the methods used to 
estimate labor supply relationships at the extensive margin, but to assess 
whether existing methods can successfully explain the wage and employ-
ment patterns observed in the data. Employing multiple approaches is of 
considerable value precisely because each of them has its drawbacks.

The first step of the selection model is to fit a linear probability model 
of employment as a function of a set of demographic characteristics. In the 
second step the predicted probability of employment is entered flexibly into 
a wage equation that includes all of the variables from the first-stage model 
other than nonlabor income and number of children. This is a commonly 
employed correction, but it relies on the assumption that nonlabor income 
and the number of children in a family are independent of the wage, con-
ditional on the explanatory variables in the model. This exclusion restric-
tion must be accepted as a matter of faith; however, one can tell stories for 
why this assumption may not be justified. Nonlabor income as defined in 
this paper is a function of past accumulation of wealth, and workers may 
have higher nonlabor income precisely because they have (and have had) a 
high wage. There is also a literature that emphasizes the wage gap between 
women with and without children (for example, Waldfogel 1998). Such a 
gap could come about because the benefit of having a job with a more flex-
ible schedule compensates for the lower wage. So although the approach 
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may produce unbiased estimates of the mean wage, the assumptions neces-
sary to accomplish this give one pause.

The second procedure, based on the approach of Blau and Kahn (2007) 
and Juhn (1992), involves estimating separate wage equations for workers 
with less than 20 weeks worked, 20 to 39 weeks worked, and more than 
40 weeks worked. The wages that nonworkers would receive if they were 
working are assigned according to the predicted values from the regression 
for the first group, while the wages for workers are assigned as a weighted 
average of the predicted wages of the three models based on the weeks-
worked share in the education-age-race-sex cell. This approach results in 
very high employment elasticities with respect to the wage for both men 
and women, but as Moffitt notes, this correlation may be mechanical. Aver-
age weekly wages for workers who work less than 20 weeks per year are 
lower than those who work more weeks. Within an education-age-race-sex 
cell, this procedure assigns a lower wage to nonworkers than to workers, 
and it appears that at least some of the higher estimated wage elasticity is 
a result of this difference.2 A second issue with this approach is that it is 
not clear that the wages of nonworkers are best approximated by the rela-
tively low wage earned by workers working less than 20 hours per week, 
particularly for women. Caveats aside, the Heckman method shows some 
evidence that on average, female nonworkers would obtain higher wages 
than workers if they were in the labor market (that is, workers are nega-
tively selected).

The Heckman approach shows that weekly wages for females increased 
by about 7 percent in real terms between 1999 and 2007, with the increases 
occurring broadly across experience and education groups. For men, impu-
tation matters quite a bit. Unadjusted constant-dollar weekly wages for 
men stayed roughly constant between 1999 and 2007 (male median weekly 
wages in the Current Population Survey declined by about half a percent 
in real terms over this period), but imputing the selection-adjusted wage to 
nonworkers results in a 10 percent decline in the male weekly wage over 
this period. A decline of this magnitude can account for a substantial share 
of the decline in employment even with a small wage elasticity.

2.  I suggested this approach, which has been frequently employed in the literature, in 
my discussion of this paper at the Brookings Panel conference without fully appreciating 
the potential for this automatic correlation. In this paper this procedure is conducted as a 
sensitivity check and is not the preferred method. In personal correspondence Robert Moffitt 
indicated the potential for a mechanical relationship to me.
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Once the wages of nonworkers have been imputed, the next step is to 
estimate the parameters of the labor supply model. Although the model is 
estimated with microdata, in the paper’s main approach wages are con-
stant within education-age-race-sex cells, so this is effectively a cell-level 
model. The paper implicitly assumes that changes in the wage within these 
groups are due to group-specific demand shifts along a stable supply curve, 
and not to shifts in the labor supply function or other factors. This is not an 
innocuous assumption.

The endogeneity of the wage presents a problem for the two-step esti-
mation procedure, which is not designed to be internally consistent. Within 
this framework any “unexplained” change in employment could be the 
result of a shift in the labor supply function, but then the employment-wage 
relationship that was estimated to predict employment is not necessarily 
a labor supply curve. For example, one of the paper’s conclusions is that 
the reduction in the employment rate among women over 1999–2007 is 
largely unexplained, suggesting that there could have been a leftward shift 
in female labor supply over this period (indeed, female wages rose). One 
indication that there might be an issue is that the estimated elasticities vary 
quite a bit across specifications and samples and sometimes have puzzling 
patterns. For example, in the paper’s table 5 it appears that female labor 
supply is inelastic, whereas labor supply for men has a positive (but small) 
elasticity. The estimated elasticity for unmarried women (table 9) is nega-
tive. It is interesting that in most specifications the estimated wage elastic-
ity is small for both men and women. This could be due to bias or, taking 
the estimates at face value, to the wage changes occurring over this period 
being viewed as highly persistent, thus leading to income effects.

Although estimating wage elasticities is difficult, the focus on the substi-
tution effect is something of a red herring for explaining changes in female 
labor supply on the extensive margin, since their wages were rising some-
what. One angle for future research is to consider the entire distribution 
of wages rather than just the mean. If there is a mean-preserving spread in 
wages in an education-age-race-sex cell, the model will predict no change 
in employment because of wage changes for any wage elasticity. But work-
ers whose wages are declining may still be withdrawing from the labor 
force, resulting in a lower employment-to-population ratio on average. It 
would be worthwhile to consider not just the changes in mean wages but 
changes at lower percentiles of the residual distribution as well.

Perhaps this paper is trying to do too much by both estimating the labor 
supply parameters and using those estimates to predict aggregate employ-
ment changes in the same sample. A less ambitious but still worthwhile 
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alternative would be to impose a set of parameters, or at least a range of 
wage elasticities, to simulate whether changes in wages and family char-
acteristics are large enough to explain the changes in the employment-to-
population ratio.

The paper proceeds to use the estimated parameters to predict changes 
in employment as a function of worker characteristics. It does this in a 
disciplined way, using the same parameters to assess the 1989–99 period 
as for the 1999–2007 period. One of the main conclusions is that although 
the decline in the employment-to-population ratio can be partly explained 
in the case of men, the labor supply factors do not predict the decline in 
the employment rate for women in the 2000s. In fact, the observed shifts 
in demographic characteristics, family structure, and wages largely point 
toward an increase rather than a decrease in aggregate employment. The 
decline in female employment, although small, is a reversal of a decades-
long secular increase. This is very interesting and raises a number of ques-
tions for future research. Has the secular increase in female labor supply 
come to an end? Are there demand factors that were missing in this analy-
sis? Were there unobserved wealth shocks? Was there a shift toward house-
hold production? Why were the declines in employment greatest among 
unmarried women? These are some of the questions raised by this paper 
that I hope will motivate future research.

Another fascinating trend highlighted by this paper is the decline in the 
employment-to-population ratio of younger workers. The magnitude of 
this shift suggests that something significant changed in the early 2000s. 
This paper shows that school attendance been on the rise, particularly for 
women, suggesting a shift from work toward other productive activities. 
On the other hand, educational attainment has increased much more slowly. 
Some studies have analyzed this shift (for example, Aaronson, Park, and 
Sullivan 2007), but the factors underlying the declines in the employment-
to-population ratio for the group aged 16–24 deserves more attention.

I will not say much on the role of changes in transfers and taxes, but 
I will note that the analysis here is thorough and quite convincing. The 
paper observes that changes in tax and benefit programs over the 1999–
2007 period should not have motivated workers to leave the labor force in 
large numbers. There were, however, major changes in benefits programs 
and tax rates in the mid- to late 1990s, including welfare reform and the 
expansion of the Earned Income Tax Credit. These changes likely led to 
increased labor force participation in the late 1990s, particularly among 
single women with children. These policy-driven gains in employment dur-
ing a booming labor market for a group of workers who had been only 
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marginally attached to the labor market may have been wiped out following 
the 2001 recession. A related question for further consideration is whether 
the decline in the employment-to-population ratio reflects the fact that 1999 
and 2007 were not truly comparable points in the business cycle. Both 
these years are business cycle peaks, but GDP growth was more rapid in 
1999 than in 2007. So although the focus of this paper is on trends, perhaps 
the observed decline in the employment-to-population ratio reflects some 
degree of cyclical variation in employment.

references for the mas comment

Aaronson, Daniel, Kyung-Hong Park, and Daniel Sullivan. 2007. “Explaining the 
Decline in Teen Labor Force Participation.” Chicago Fed Letter no. 234. Federal 
Reserve Bank of Chicago.

Blanchard, Olivier Jean, and Lawrence Katz. 1992. “Regional Evolutions.” BPEA, 
no. 1: 1–75.

Blau, Francine D., and Lawrence M. Kahn. 2007. “Changes in the Labor Supply 
Behavior of Married Women: 1980–2000.” Journal of Labor Economics 25: 
393–438.

Juhn, C. 1992. “Decline of Male Labor Market Participation: The Role of Declin-
ing Market Opportunities.” Quarterly Journal of Economics 107 (February): 
79–121.

Juhn, C., K. Murphy, and R. Topel. 1991. “Why Has the Natural Rate of Un-
employment Increased over Time?” BPEA, no. 2: 75–126.

Waldfogel, Jane. 1998. “Understanding the ‘Family Gap’ in Pay for Women with 
Children.” Journal of Economic Perspectives 12, no. 1: 137–56.

GENERAL DISCUSSION    Martin Feldstein wondered how single peo-
ple who were out of the labor force for an extended period derived an 
income. Given Steven Davis’s emphasis on the large and growing number 
of incarcerated persons, Feldstein speculated that criminal activity might 
account for much of that unexplained income.

Valerie Ramey suggested two factors at opposite ends of the age con-
tinuum that might help explain the drop in the employment-population 
ratio. The first was the increase in the ratio of elderly people to prime-
age workers. Ramey suggested that within an extended family, the task 
of caring for the sick and the elderly tends to fall on the women, and in 
particular on those with the least favorable job opportunities, who then 
substitute income from interfamily transfers—perhaps a larger share of 
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any inheritance—for income from formal sector work. The second fac-
tor related to what she and Garey Ramey in a 2010 Brookings Paper had 
called the “rugrat race”: a 2007 study by Shirley Porterfield and Anne 
Winkler in the Monthly Labor Review found that teenagers are increas-
ingly substituting volunteer opportunities for paid work in order to pad 
their résumés for college application.

Robert Hall reasoned that including an endogenous wage variable in 
an equation explaining changes in the employment-population ratio made 
econometric sense only if one assumed that all the disturbances in that ratio 
were on the demand side. But given that the most obvious explanation for 
the paper’s findings was shifts in labor supply within demographic groups, 
that assumption seemed to him invalid. A reduced-form model that simply 
dropped the wage term and treated the other right-hand-side variables as 
exogenous, Hall argued, would avoid both that problem and the problem of 
measurement error in wages that the discussants had noted.

Bradford DeLong agreed with Davis that it was unlikely that the observed 
wage differences during 1999–2007 fully captured the shift in labor market 
opportunities as perceived by workers. He thought that this failure might 
be particularly large for those in households with two potential earners, in 
which labor supply decisions are affected not only by the wages each part-
ner can command but also by each partner’s likelihood of finding a good 
job match. DeLong also thought it significant that Moffitt had not found 
any determinants of the fall in the employment-participation ratio between 
1999 and 2007, and hence could not use any such relationship to find a 
changing factor whose acceleration after 2007 could be invoked to explain 
the decline in the post-2007 employment-population ratio.

Michael Klein wondered whether Feldstein’s point might be broad-
ened to suggest that a shift of workers to the underground economy could 
explain much of the decline in the employment-population ratio. Kristin 
Forbes corroborated, reporting anecdotally that it was becoming difficult 
in Boston to hire nannies and housekeepers who would accept being paid 
above the table. Typically, the reason was not that the prospective hires 
wanted to avoid taxes, but rather that they wanted to maintain eligibility 
for certain small-scale welfare programs. Some of those programs, Forbes 
noted, were state programs and thus would not be reflected in the macro 
data that Moffitt used.

David Romer sided with Hall in arguing that it might be simplest to 
omit the wage rate from Moffitt’s equation, but on different grounds. He 
pointed out that the change in average wages had been quite small in 
recent decades, such that if it were responsible for substantial changes in 
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labor force participation, the implied labor supply elasticity would have 
to be so large as to imply that one hundred years ago no one would have 
chosen to work.

Hilary Hoynes predicted that the paper would stimulate much further work  
on the topic, as it showed that the decline in the employment-population 
ratio did not have one single overarching explanation but rather was the 
combined result of different factors affecting different groups—young and 
old, men and women, married and unmarried, and so on. Although she con-
sidered herself a labor economist and therefore, according to Moffitt’s dis-
tinction, a student of trends, she was surprised that the paper had nothing 
to say about the “jobless recovery” during the period in question. Hoynes 
noted that the decade of the 2000s differed from other business cycles in 
that the 2001 recession produced only a small decrease in the employment-
to-population ratio, yet the ratio never recovered.

Scott Winship thought the paper could benefit from distinguishing 
between trends in labor force participation and trends in the employment-
population ratio. The former trend, he suggested, might be explained fairly 
simply by demographic changes. Since 2000, labor force participation for 
men aged 25–54 had tracked closely the long-term secular decline in par-
ticipation for that group; for men aged 16–24 the participation rate had 
declined significantly as the school enrollment rate had risen sharply; and 
for men aged 55–64 the participation rate followed the long-term trend 
until 1996, and then rose as many college-educated baby-boomers began 
deciding to postpone retirement. For women, Winship argued, the story 
was also likely to be relatively simple. Once the trends in labor force par-
ticipation were thus explained, all that remained to account for the trends 
in the employment-population ratio was to explain the trends in the un-
employment rate, which might require a different approach.

Erik Hurst reported findings from his own research using regional vari-
ation to explain changes in the employment-population ratio in the 2000s: 
regions that experienced a housing boom during the 2000–07 period also 
experienced faster labor force participation growth during that period. 
Conversely, those regions experiencing a manufacturing decline during 
the 2000–07 period experienced large labor force participation declines. 
The two effects roughly offset each other in the aggregate statistics dur-
ing the boom years. However, when the recession hit, the housing jobs 
went away. These findings led Hurst to conclude that if the housing boom 
had not occurred, the effect of the manufacturing decline on aggregate 
employment during the 2000–07 period would have been even larger, par-
ticularly among the less skilled
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Iván Werning noted that Moffitt’s model erred in predicting the partici-
pation rate for women and for men about by the same absolute magnitude. 
To him this hinted that some explanation common to both men and women 
might underlie the discrepancy.

Robert Gordon argued that the paper needed to control for the inten-
sity of aggregate demand, which had differed between 1989 and 1999 and 
between 1999 and 2007. He suggested that a combination of three factors 
explained why the labor market was weaker in 2007 than in 2000: a some-
what higher unemployment rate, the lower labor force participation rate 
that had already been mentioned, and stagnant real wages. To Gordon, the 
relatively larger change in labor force participation than in unemployment 
indicated that workers’ decisionmaking about whether to keep looking for 
a job had structurally changed. Finally, Gordon pointed out that because the 
paper defined the labor force participation to exclude workers older than 
64, it could not explain the effect of baby-boomers’ retirement decisions.

Returning to the subject of youth employment, Christopher Nekarda 
reported that his colleague at the Federal Reserve Board, Christopher 
Smith, had found the decreased employment among teenagers since the 
mid-2000s to be due in equal parts to supply and to demand factors. On 
the supply side was rising school attendance, as Winship had noted, and 
on the demand side, teenagers were facing increased competition with 
immigrants and adults for the jobs that teenagers had traditionally held. 
Nekarda also suggested looking at the labor polarization literature to 
incorporate demand-side effects.

Robert Shiller offered another possible supply-side factor: the decline in 
labor unions might have led to a decrease in the attractiveness of many jobs 
to workers, as employers exploited their own increased bargaining power 
by eliminating nonpecuniary benefits such as coffee breaks.

Henry Aaron agreed that labor market conditions had changed signifi-
cantly over the time period the paper studied, with relatively tight demand 
before about 1999 and persistent looseness of demand thereafter. He 
thought decisions about whether to seek work might be influenced by past 
as well as present labor market conditions, and he suggested incorporating 
some measure of the former into the analysis.

Benjamin Kay asked whether the paper’s measure of wages included 
health care and other nonpecuniary benefits. He suspected that total com-
pensation increased rather than decreased when these are included, so that 
the observed response of employment was actually of the wrong sign. He 
conceded that the income elasticity of labor supply might differ for benefits 
than for money wages, but if so, the paper should address that.
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The discussion thus far prompted Steven Davis to clarify his criticism 
of the paper’s procedure for imputing wages: the paper did not impute 
wages only to those without jobs; it imputed them for all who did not 
work full-time, full-year. The result was that wages were imputed rather 
than obtained directly for from 43 to 99 percent of all individuals in some 
groups. He saw this as a first-order issue apart from whether or not wages 
were the appropriate right-hand-side variable. On the latter question, Davis 
added that earlier models that incorporated wage changes—for example, 
that in a 1991 Brookings Paper by Chinhui Juhn, Kevin Murphy, and Robert  
Topel—had been successful at predicting employment changes.

Responding to the discussion, Robert Moffitt agreed with Davis’s last 
point and added that others, such as Claudia Goldin, had used the wage 
model successfully in studying the employment behavior of women, both 
in the aggregate and for women of different skill levels. But he conceded 
that it is obviously not a sufficient model since demand fluctuations do 
have an effect. He pointed out further that much of the literature on income 
inequality, in particular the work of Lawrence Katz, David Autor, and 
Thomas Lemieux, also takes a demand-driven approach.

Moffitt also agreed with Davis’s comment in his formal discussion that 
the prison population needed to be accounted for, although he surmised that 
present incarceration was a less important factor than past incarceration: 
incarceration likely tends to remove the least qualified job seekers from 
the labor pool, thus raising the average qualifications of the remainder; 
on the other hand, it was well known that former inmates have great dif-
ficulty finding jobs. Finally, Moffitt said he would consider how to address 
Aaron’s observation about the recent change in labor markets from hard 
to soft but did not immediately see a way to incorporate it into his model.




