The Ins and Outs of Forecasting

Unemployment: Using Labor Force Flows
to Forecast the Labor Market

ABSTRACT This paper presents a forecasting model of unemployment based on labor force flows data that, in real time, dramatically outperforms the Survey of Professional Forecasters, historical forecasts from the Federal Reserve Board’s Greenbook, and basic time-series models. Our model’s forecast has a root-mean-squared error about 30 percent below that of the next-best forecast in the near term and performs especially well surrounding large recessions and cyclical turning points. Further, because our model uses information on labor force flows that is likely not incorporated by other forecasts, a combined forecast including our model’s forecast and the SPF forecast yields an improvement over the latter alone of about 35 percent for current-quarter forecasts, and 15 percent for next-quarter forecasts, as well as improvements at longer horizons.

Forecasting the unemployment rate is an important and difficult task for policymakers, especially surrounding economic downturns. Typically, unemployment rate forecasts are made using one of two approaches. The first is based on the historical time-series properties of the unemployment rate and, perhaps, near-term indicators of the labor market. The second is based on the relationship between output growth and unemployment changes known as Okun’s law. In this paper we develop a new approach that incorporates information on labor force flows as directed by economic theory to form forecasts for the unemployment rate.

A simple analogy helps explain the main idea behind our approach. Unemployment at a given time can be thought of as the amount of water in
a bathtub, a stock. Given an initial water level, the level at some future time is determined by the rate at which water flows into the tub from the faucet and the rate at which water flows out of the tub through the drain. When the inflow rate equals the outflow rate, the amount of water in the tub remains constant. But if the inflow rate increases and the outflow rate does not, we know that the water level will be higher in the future. In other words, the inflow rate and the outflow rate together provide information about the future water level—or in this case, of unemployment.

This insight forms one of two cornerstones of our approach: we exploit this convergence property whereby the actual unemployment rate converges toward the rate implied by the labor force flows. The other is forecasting those underlying flows directly. Because the individual flows have different time-series properties and their contributions change over the business cycle, focusing on the flows allows us to better capture the asymmetric nature of unemployment movements.

For near-term forecasts, our model dramatically outperforms the Survey of Professional Forecasters (SPF), historical forecasts from the Federal Reserve Board’s Greenbook, and basic time-series models, achieving a root-mean-squared error (RMSE) about 30 percent below that of the best alternative forecast. Moreover, our model has the highest predictive ability surrounding business cycle turning points and large recessions.

In addition, our model is a particularly useful addition to the existing set of forecasting models because it uses information—data on labor force flows—that is likely not incorporated by other forecasts. Thus, combining the forecasts from our model, the SPF, and a simple time-series model yields a reduction in RMSE, relative to the SPF forecast alone, of about 35 percent for the current-quarter forecast, 15 percent for the next-quarter forecast, and smaller improvements at longer horizons.

Finally, our model can also be used to forecast the labor force participation rate. Here the improvement in forecast performance is more modest than for the unemployment rate: our model improves on the Greenbook only for the current-quarter forecast. Nevertheless, combining the forecasts of our model and the Greenbook yields a sizable reduction in RMSE.

To facilitate analysis and discussion of real-time developments in the labor market, updated forecasts from our model will be posted on the Brookings Papers website each month following the release by the Bureau of Labor Statistics (BLS) of that month’s employment report.
I. Using Labor Force Flows to Forecast Unemployment

We incorporate information from labor force flows through the concept of the conditional steady-state unemployment rate, which is the rate of unemployment that would eventually prevail were the flows into and out of unemployment to remain at their current rates. In steady state these flows are balanced. However, if the inflow rate were to jump, as tends to happen at the onset of a recession, then the conditional steady-state unemployment rate would also jump. With no additional shocks to either flow, the unemployment rate would progressively rise toward this new steady state. Moreover, because this convergence process typically takes 3 months or more, the conditional steady-state rate provides information about the unemployment rate in the near future.

Figure 1 shows the tight, leading relationship between the steady-state unemployment rate, $u^*$, and the actual unemployment rate, $u$. As shown by
the deviation \((u^* - u)\) plotted at the bottom of the figure, in periods when
\(u^*\) is above the actual rate, the unemployment rate tends to rise, and, con-
versely, when \(u^*\) lies below \(u\), the unemployment rate tends to fall.

However, relying solely on current labor force flows constrains our
approach to very near term forecasts, because the steady state to which
the actual unemployment rate converges also changes over time as the under-
lying flows change. Thus, we forecast the underlying labor force flows
using a time-series model and feed those forecasts into a law of motion
relating these flows to the unemployment rate to generate unemployment
forecasts at longer horizons. Directly forecasting the flows into and out of
unemployment rather than the unemployment stock itself, as is customary,
is another reason that our model outperforms other approaches. It allows
our model to better capture the dynamics of unemployment, because the
unemployment stock is driven by flows with different time-series proper-
ties, and because the contributions of the different flows change through-
out the cycle (Barnichon 2012).

An additional advantage of focusing on labor force flows is that it allows
us to capture the asymmetric nature of unemployment movements—in par-
ticular, the fact that increases tend to be steeper than decreases.\(^1\) Although
our model is not explicitly asymmetric, it relies on the unemployment
flows that are responsible for the asymmetry of unemployment (Barnichon
2012). By using such information as inputs in the forecasts, our model
can incorporate the impulses that generate this asymmetry.\(^2\) Thanks to this
property, we find that our model outperforms a baseline time-series model
around turning points and large recessions (Montgomery and others 1998,
Baghestani 2008). This is particularly useful since these are the times when
accurate unemployment forecasts are most valuable.

This paper builds on the influential work of Alan Montgomery and
others (1998) and extends the growing literature aimed at improving the
performance of unemployment forecasting models.\(^3\) We draw especially

1. A long literature discusses the apparent asymmetry of unemployment: for example,
Mitchell (1927), Neftçi (1984, corrected by Sichel 1989), Rothman (1991), and more recently,
Hamilton (2005), Sichel (2007), and Rothman (2008).

2. Moreover, unlike standard time-series models used to capture asymmetries (such
as threshold models or Markov switching models), our model does not rely on a thresh-
old (which may change) to introduce asymmetry. A comprehensive study by Stock and
Watson (1999) concluded that linear models generally dominated nonlinear models for
out-of-sample forecasts of most macroeconomic time series. The unemployment rate is an
exception; see, for example, Milas and Rothman (2008).

3. See, for example, Rothman (1998), Golan and Perloff (2004), Brown and Moshiri
(2004), and Milas and Rothman (2008).
on the recent literature on labor force flows, which has been overlooked by the forecasting literature but has been the subject of numerous studies aimed at understanding the determinants of labor market fluctuations.\textsuperscript{4} We also weigh in on a debate in this literature over the relative importance of inflows and outflows; using predictive ability as a metric, we find that both are equally important for forecasting unemployment.

II. The Model

Our model is built on two elements: a law of motion describing how the unemployment rate converges to its steady-state value, and a forecast of the labor force flows determining steady-state unemployment and the speed at which actual unemployment converges to steady state. We first present a model with only two labor force states and then expand it to the more general case with three labor force states. We discuss further the intuition behind the model in section IV.E.

II.A. The Labor Market with Two States

The two-state version of our model considers only employment and unemployment. That is, we explicitly assume that there are no movements into or out of the labor force. This approach is consistent with recent literature showing that a two-state model does a good job of capturing unemployment fluctuations. In addition, it provides a simpler framework for understanding the basic flow-based accounting of the conditional steady-state unemployment rate, and it can be estimated over a long period using duration data. However, in section II.B we generalize our approach to three states and allow for movements into and out of the labor force.

**THE LAW OF MOTION FOR UNEMPLOYMENT** Denote $u_{t+\tau}$ as the unemployment rate at instant $t + \tau$, with $t$ indexing months and $\tau \in [0, 1)$ a continuous measure of time within a month. Assume that between month $t$ and month $t + 1$ all unemployed persons are subject to finding a job according to a Poisson process with constant arrival rate $f_{t+1}$, and all employed workers are subject to losing or leaving their job according to a Poisson process with constant arrival rate $s_{t+1}$.\textsuperscript{5} The unemployment rate then proceeds according to


\textsuperscript{5} We adopt this timing convention to reflect data availability, as the hazard rate is observed only in month $t + 1$. 

as changes in unemployment are given by the difference between the inflows and the outflows. Solving equation 1 yields

\[ u_{t+\tau} = \beta_{r+1}(\tau) u^*_{r+1} + \left[ 1 - \beta_{r+1}(\tau) \right] u_t, \]

where

\[ u^*_{r+1} \equiv \frac{s_{r+1}}{s_{r+1} + f_{r+1}} \]

denotes the conditional steady-state unemployment rate, and \( \beta_{r+1}(\tau) \equiv 1 - e^{-t_{r+1}/s_{r+1}} \) is the rate of convergence to that steady state.

Equation 2 relates variation in the unemployment stock \( u_{t+\tau} \) over the course of a month to variation in the underlying flow hazards, \( f_{r+1} \) and \( s_{r+1} \). A 1-month-ahead forecast for the unemployment rate, \( \hat{u}_{r+1|t} \), can thus be obtained from

\[ \hat{u}_{r+1|t} = \hat{\beta}_{r+1} u^*_{r+1} + \left( 1 - \hat{\beta}_{r+1} \right) u_t, \]

where \( \hat{\beta}_{r+1} \) is the month \( t \) forecast of \( \beta_{r+1} \), the convergence speed between month \( t \) and month \( t + 1 \).

Over 1951–2011, the sum of monthly unemployment inflow and outflow rates averaged 0.62, implying that the half-life deviation of unemployment from its steady state is slightly more than a month. As a result, 90 percent of the gap between unemployment and its conditional steady-state value is closed in about 4 months, on average. However, as the lower panel of figure 2 shows, this convergence speed varies considerably over the business cycle, as inflow and outflow rates fluctuate. As a result, the time needed to close 90 percent of the gap ranges from about 3 months in tight labor markets to about 5 months in slack markets. In the 2008–09 recession, the drop in the unemployment exit rate was so dramatic that the figure increased to an unprecedented 9 months. It has since edged lower, to just under 8 months in the third quarter of 2012.

Part of the exceptional increase in the last recession owes to a dramatic decline in the job finding rate, the result of exceptionally low job creation and low matching efficiency (Barnichon and Figura 2010). Moreover,
Michael Elsby and others (2011b) show that this exceptional decline was also in part an artifact of measurement, because not all persons flowing into unemployment had a duration of less than 5 weeks. This phenomenon became much more prevalent in the recent recession, where a larger fraction of persons moving from employment to unemployment reported a duration of more than 5 weeks, leading the duration-based measure of the unemployment exit rate to suffer from a larger downward bias. As we discuss in section VII, to the extent that the bias is stronger than in previous recessions, forecasting performance could deteriorate.

**Forecasting labor force flows** Because equation 4 can forecast the unemployment rate only 1 month ahead given the current values of the hazard rates, forecasting the unemployment rate at longer horizons requires making forecasts of the hazard rates. A simple approach is to assume that the hazard rates remain constant at their last observed value over the...
forecast horizon. However, in real time a forecaster does not observe \( s_{t+1} \) and \( f_{t+1} \), but only \( s_t \) and \( f_t \), because at month \( t \) one can observe labor force flows only from month \( t - 1 \) to month \( t \). Thus, the \( j \)-period-ahead forecast of the unemployment rate can be formed from the month \( t \) values of \( s \) and \( f \) as follows:

\[
\hat{u}_{t+j} = \left[ 1 - e^{-\lambda f_{t+j}} \right] u_t^* + e^{-\lambda f_{t+j}} u_t.
\]

If the hazard rates are persistent enough, equation 5 will provide reasonable forecasts. However, as figure 2 shows, the hazard rates do change, and with them the conditional steady-state unemployment rate and the speed of convergence.

Because the hazard rates are not sufficiently persistent, we use a vector autoregression (VAR) to forecast both the inflow and the outflow rates. We also include two leading indicators of labor force flows: vacancy postings and initial claims for unemployment insurance. Specifically, let

\[
y_t = \left( \ln s_t, \ln f_t, \Delta \ln u_t, \ln uic_t, \Delta \ln hwi_t \right)^t,
\]

where \( uic \) is the monthly average of weekly initial unemployment insurance claims and \( hwi \) is Barnichon’s (2010) composite help-wanted index. Note that, given our timing convention for the flows, the hazard rates effectively enter the VAR lagged by 1 month. We estimate the VAR

\[
y_t = \mathbf{c} + \Phi_1 y_{t-1} + \Phi_2 y_{t-2} + \epsilon_t
\]

over a 15-year rolling window.  

6. A concrete example helps clarify this point. Last September’s employment report (published on October 5, 2012) provided information on the stock of unemployment in September and the average unemployment inflow and outflow rates between August and September (\( s \) and \( f \)). Looking back at equation 4, this information allows us to measure \( \beta_r \), \( u_r^* \), and \( u_r \). Thus, forecasting \( \hat{u}_{t+1} \) (the unemployment rate in October) requires forecasts of \( \hat{f}_{t+1} \) and \( \hat{s}_{t+1} \) (that is, the flows from September to October).

7. This law of motion forms the basis of Elsby and others’ (2011a) strategy to generalize Shimer’s (2012) unemployment decomposition to incorporate out-of-steady-state dynamics.

8. In section IV we consider a forecast based only on the convergence to the steady-state unemployment rate.

9. We found that, in real time, a rolling window (in which the model is estimated over the previous \( K \) months) yielded more accurate forecasts than a recursive window (in which the model is estimated over the entire observed history), likely because of the low-frequency patterns; windows of 15 years were superior to 10- and 20-year windows. We also considered lag lengths between 1 and 12.
After generating forecasts of the hazard rates, we obtain \( j \)-period-ahead forecasts of unemployment by iterating on the following:\(^\text{10}\)

\[
\hat{u}_{t+j} = \hat{\beta}_{t+j} \hat{u}_{t+j}^* + \left(1 - \hat{\beta}_{t+j}\right) \hat{u}_{t+j}
\]

with

\[
\hat{u}_{t+j}^* = \frac{\hat{s}_{t+j}}{\hat{s}_{t+j} + \hat{f}_{t+j}}
\]

and

\[
\hat{\beta}_{t+j} = 1 - e^{-\left(\hat{u}_{t+j} + \hat{f}_{t+j}\right)}.
\]

With month \( t + j \) forecasts of the flow rates in hand, we can calculate the month \( t + j \) values of \( u^* \) and \( \beta \). The month \( t + j \) unemployment forecast is then obtained by taking a weighted average of the previous-period (month \( t + j - 1 \)) unemployment rate and the current-period (month \( t + j \)) conditional steady-state unemployment rate, with the weights determined by the speed of convergence to steady state.

**II.B. The Labor Market with Three States**

So far we have considered only a labor market with two states: employed or unemployed. However, not all those without jobs are unemployed. Indeed, flows into and out of the labor force dwarf those into and out of unemployment.\(^\text{11}\) This section considers a model that incorporates flows among all three labor force states.

An important advantage of the three-state model is its ability to capture more accurately the flows taking place in the labor market. For instance, the unemployment inflow rate comprises both those losing or leaving jobs and those entering or reentering the labor force. Since these two flows (and in fact all six flows) display different time-series properties, a

\(^{10}\) Because \( \hat{u}_{t+j} \) is a nonlinear function of \( \hat{f}_{t+j} \) and \( \hat{s}_{t+j} \), Jensen’s inequality, in theory, prohibits us from directly forecasting the unemployment rate from equation 7 and forecasts of \( f_{t+j} \) and \( s_{t+j} \). To avoid this problem, we use Monte Carlo simulation and sample with replacement from the VAR residuals \( \{\varepsilon_f, \varepsilon_s\} \) and form forecasts (equations 8 and 9) using the sampling distribution of \( \varepsilon_f \) and \( \varepsilon_s \). In practice, given the magnitude of the inflows and outflows, the unemployment rate forecasts obtained by Monte Carlo simulation are not different from those formed from equation 7. For simplicity, we use that approximation.

\(^{11}\) See Blanchard and Diamond (1990) for the seminal study of gross flows.
three-state model may produce better forecasts than a two-state model.\(^{12}\) In addition, the three-state model can be used to forecast the labor force participation rate.

To generalize our two-state framework to three states, we need to specify and solve the system of differential equations governing the number of people in unemployment, \(U\); in employment, \(E\); or out of the labor force, \(N\). Between month \(t\) and month \(t + 1\), individuals can transit from state \(a \in \{E, U, N\}\) to state \(b \in \{E, U, N\}\) according to a Poisson process with constant arrival rate \(\lambda_{ab}^{\text{tr}}\). The stocks of unemployed, employed, and persons not in the labor force satisfy the following system: \(^{13}\)

\[
\begin{align*}
\dot{U}_{t+1} &= \lambda_{UE}^{\text{tr}} E_t + \lambda_{UN}^{\text{tr}} N_t - \left(\lambda_{UE}^{\text{tr}} + \lambda_{UN}^{\text{tr}}\right) U_t \\
\dot{E}_{t+1} &= \lambda_{UE}^{\text{tr}} U_t + \lambda_{NE}^{\text{tr}} N_t - \left(\lambda_{UE}^{\text{tr}} + \lambda_{NE}^{\text{tr}}\right) E_t \\
\dot{N}_{t+1} &= \lambda_{NE}^{\text{tr}} E_t + \lambda_{UN}^{\text{tr}} U_t - \left(\lambda_{NE}^{\text{tr}} + \lambda_{UN}^{\text{tr}}\right) N_t.
\end{align*}
\]

For instance, as the first line shows, changes in unemployment are given by the difference between the inflows to unemployment (workers losing or quitting their jobs and seeking work, and persons joining or rejoining the labor force) and the outflows from unemployment (unemployed persons finding a job or dropping out of the labor force).

Then, using the initial and terminal conditions, the one-step-ahead forecasts of the three stocks can be solved as functions of the transition probabilities (the \(\lambda_{ab}^{\text{tr}}\)s in equation 10). The appendix gives the details of the solution. We then use the solution to these equations to generate one-period-ahead forecasts of the unemployment rate and the labor force participation rate from

\[
\hat{u}_{t+1} = \frac{\hat{U}_{t+1}}{\hat{U}_{t+1} + \hat{E}_{t+1}}
\]

and

\[
\hat{lfpr}_{t+1} = \frac{\hat{U}_{t+1} + \hat{E}_{t+1}}{\hat{E}_{t+1} + \hat{U}_{t+1} + \hat{N}_{t+1}}.
\]

\(^{12}\) See Barnichon and Figura (2010) for more on the properties of the different flows.

\(^{13}\) Equation 10 assumes that \(P\) is constant within a month and that inflows and outflows to the civilian noninstitutional population aged 16 and older are negligible. This assumption is reasonable given that the working-age population increases by about 150,000 per month, an order of magnitude or two larger than the flows into and out of \(E\), \(U\), or \(N\).
Note that, in effect, what we assume for population growth does not affect our forecasts, because we forecast population shares.

As with the two-state model, to construct forecasts beyond one period ahead, we use a VAR to forecast the six transition probabilities. Specifically, we estimate

\[ y_t = c + \Phi_1 y_{t-1} + \Phi_2 y_{t-2} + \Phi_3 y_{t-3} + \epsilon_t, \]

over a 10-year rolling window, where

\[ y_t = \ln(\lambda_i^{EU}, \lambda_i^{UE}, \lambda_i^{EN}, \lambda_i^{NE}, \lambda_i^{NU}, \lambda_i^{UN}, u_i, uic_i, hwi_i). \]

Note that in this specification, the unemployment rate and the help-wanted index enter in levels, rather than in changes, because this yielded better forecasts.

### III. Data

We construct measures of the transition rates in the two-state and three-state models using different approaches: an indirect one (using information on the stocks of unemployment and of short-term unemployment to infer the transition rates) for the two-state model, and a direct one (using measures of labor force flows) for the three-state model.

For the two-state model, we follow Robert Shimer (2012) and use information on the number of persons unemployed, \( U_t \), and of those unemployed for less than 5 weeks, \( U^s_t \), to infer job finding and job separation hazard rates. Specifically, we calculate the unemployment outflow probability, \( F \), from

\[ F_{t+1} = 1 - \frac{U^s_{t+1} - U_{t+1}}{U_{t+1}}, \]

with \( f_{t+1} = -\ln(1 - F_{t+1}) \) the hazard rate. The unemployment inflow rate, \( s \), is then obtained by solving equation 1 forward over \([t, t+1]\) and finding the value of \( s_{t+1} \) that solves

\[ U_{st} = \frac{[1 - e^{-(f_{t+1} + s_{t+1})}]s_{t+1}(U_t + E_t) + e^{-(f_{t+1} + s_{t+1})}U_t}{f_{st} + s_{st}}. \]

14. See also the pioneering work by Perry (1972).
Note that in this accounting, given a value for the unemployment outflow rate (which also captures movements out of the labor force) and the stock of unemployed persons, the inflow rate is the rate that explains the observed stock of unemployed persons in the next month. As a result, the inflow rate incorporates all movements in unemployment not accounted for by the unemployment outflow rate.

For the three-state model, we use aggregate labor market transition probabilities among employment, unemployment, and nonparticipation calculated from longitudinally matched Current Population Survey (CPS) micro data. We construct the transition rates from labor market flows as $\lambda_{t}^{ab} \equiv AB_{t}/A_{t-1}$, where $A_{t-1}$ is the number of persons observed in state $a$ in month $t - 1$, and $AB_{t}$ is the number who transitioned from state $a$ in month $t - 1$ to state $b$ in month $t$. (The time series of the $AB$s are collectively referred to as “gross flows.”) For example, $UE_{t}$ is the number of persons who moved from unemployed to employed, and $UE_{t}/U_{t-1}$ is the corresponding transition probability. The BLS publishes a research series of gross flows that begins in February 1990. For contemporary forecasts, the published data have a sufficiently long history to allow estimation of the model. However, to evaluate historical model forecasts before February 2000, we need data with a longer history. Thus, we construct measures of gross flows that cover June 1967 to January 1990, allowing us to begin our evaluation with 1976. From 1976 to 1990 we construct gross flows from Nekarda’s (in preparation) Longitudinal Population Database. Before 1976 we use gross flows tabulated by Joe Ritter (see Shimer 2012).

Finally, weekly initial claims for unemployment insurance are published by the Department of Labor’s Employment and Training Administration. Our measure of vacancy posting is, as noted before, the composite help-wanted index presented in Barnichon (2010).

IV. Forecasting Performance

We evaluate the performance of our flows models by comparing their unemployment rate forecasts with alternative forecasts along two dimensions. First, we assess the RMSEs of out-of-sample forecasts. Second, because it is harder to forecast the unemployment rate around recessions, we assess our model’s performance relative to a baseline time-series model over the business cycle. In what follows we refer to the two-state model as “SSUR-2” and the three-state model as “SSUR-3.”
IV.A. Real-Time Forecasts

Our objective in this section is to evaluate our models’ forecasts against the best alternative forecasts, both those of professional forecasters and those derived from other time-series models. We consider five alternative forecasts of the unemployment rate. The first two are from professional forecasters. We consider historical forecasts from the Greenbook, which the literature has generally shown to be the benchmark forecast, and the median forecast from the SPF.\(^\text{15}\)

The other three alternative forecasts are our own estimates from time-series models and are intended to disentangle the mechanisms behind the performance of our model. We consider a basic univariate time-series model, intended as a “naive” forecast that takes into account no other information but the past unemployment rate. Following Montgomery and others (1998), we use an ARIMA (2,0,1) model for the unemployment rate. We also consider the unemployment rate forecast from a VAR that includes the labor force flows and the two leading indicators, initial claims and the help-wanted index. By comparing our SSUR models’ forecasts against those of the VAR, we can directly evaluate the nonlinear relationship implied by the theory compared with an atheoretical linear time-series model using the same information set. Our last alternative is the unemployment rate forecast derived from our law of motion for the unemployment rate (equation 5), holding the inflow and outflow rates constant at their last known value. We call this the \(u^*\) model. Shutting down the variation in the hazard rates isolates the contribution of the current conditional steady-state unemployment rate. The alternative time-series models are estimated over a 15-year rolling window.

To reflect the environment within which forecasters must operate, we estimate our models and generate forecasts using real-time data, except for initial claims and the help-wanted index.\(^\text{16}\) The historical forecasts were necessarily made with only the data in hand at the time. Some economic data, such as real GDP and payroll employment, are subject to substantial revision over time. For these variables, the current-vintage data may differ substantially from the historical data used to make those forecasts. In the case of the unemployment rate, however, the revisions are relatively minor. The labor force data obtained from the CPS are revised only to reflect

\(^{15}\) See, for example, Romer and Romer (2000), Sims (2002), Faust and Wright (2007), and Tulip (2009).

\(^{16}\) Real-time vintages were obtained from the Federal Reserve Bank of St. Louis’s “Archival Federal Reserve Economic Data.”
updated estimates of seasonal fluctuations. Indeed, the not-seasonally-adjusted stocks of employment and unemployment are never revised, reflecting their origin from a point-in-time survey of households. Nevertheless, even the small revisions to seasonal factors may have important consequences for our models’ performance.

To construct real-time estimates of the hazard rates, we begin with monthly vintages of the published seasonally adjusted stocks of employed, unemployed, and short-term unemployed workers. For each month we estimate the time series of the inflow and outflow hazard rates from the real-time stocks as described in section III. These series are then used in the VAR to forecast the hazard rates. Real-time data for initial claims and the help-wanted index are not available, so current-vintage data are used in the VAR. As with the unemployment rate, revisions to these series are relatively small. Nonetheless, in section IV.C we assess the implications of this limitation.

The SPF sends out its survey questionnaire sometime in the first month of a quarter, and the survey participants are asked to mail back the completed questionnaire by the middle of the second month of the quarter. Thus, the forecasts included in the SPF incorporate labor market data from the first month of each quarter. To make forecasts comparable, our model forecasts are made treating the first month’s unemployment rate as data.

The information set for the historical Greenbook forecasts is more irregular. Because the publication of the forecast is dictated by the date of the upcoming Federal Open Market Committee meeting, Greenbook forecasts are made at different points in a quarter; as a result, some forecasts have no monthly labor market data for the current quarter whereas others have 2 months of data. For example, at the time the March 2004 Greenbook was published, the unemployment rate was known through February 2004, and thus the quarter \( t + 0 \) forecast was made with data for the first 2 months of the quarter. However, when the April 2004 Greenbook was published, the unemployment rate was known only through March 2004, and thus the quarter \( t + 0 \) forecast (for the second quarter of 2004) was made without any published data for the quarter. We are careful to mimic the information

17. An alternative approach that sidesteps the issue of seasonal revisions altogether is to forecast the not-seasonally-adjusted unemployment rate from not-seasonally-adjusted CPS data. That model performed similarly to the two-state model we present here.

18. There are no revisions to the print help-wanted index. Real-time data for initial claims are available beginning in June 2009. Over the 39 months for which real-time data are available, the maximum absolute variation in the monthly-average level of weekly initial claims over this period was tiny (about 3 percent).
set for each Greenbook forecast. Finally, because the Greenbook forecasts are made public with a 5-year lag, our comparison using the Greenbook ends in 2006.

**IV.B. Forecast Errors**

Table 1 reports the RMSEs of real-time forecasts for quarterly unemployment rates over a 1-year horizon (as well as a forecast of the current quarter, \( t + 0 \)). To evaluate the statistical significance of our results, we report the \( p \) values of Raffaella Giacomini and Halbert White’s (2006) unconditional test statistic of equal predictive ability between our SSUR-2 forecast and the comparison forecast.\(^{19}\)

<table>
<thead>
<tr>
<th>Model</th>
<th>( t + 0 )</th>
<th>( t + 1 )</th>
<th>( t + 2 )</th>
<th>( t + 3 )</th>
<th>( t + 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSUR-2</td>
<td>0.12</td>
<td>0.35</td>
<td>0.54</td>
<td>0.70</td>
<td>0.86</td>
</tr>
<tr>
<td>Greenbook</td>
<td>0.16***</td>
<td>0.39</td>
<td>0.54</td>
<td>0.65</td>
<td>0.78</td>
</tr>
<tr>
<td>SPF</td>
<td>0.17***</td>
<td>0.37</td>
<td>0.53</td>
<td>0.66</td>
<td>0.82</td>
</tr>
</tbody>
</table>

**Sources:** Authors’ calculations using data from the Bureau of Labor Statistics, the Employment and Training Administration, the Federal Reserve Bank of Philadelphia, the Board of Governors of the Federal Reserve System, and Barnichon (2010).

**a.** Calculated from 89 forecasts over 1976–2006 that share a common information set with the historical Greenbook and SPF forecasts. \( t + 0 \) denotes the current quarter at the time of the forecast. \( p \) values of the Giacomini-White statistic of equal predictive ability are reported in parentheses. Asterisks indicate statistically significant improvement of the SSUR-2 forecast over the indicated forecast at the *10 percent, **5 percent, or ***1 percent level.

19. We use the Giacomini and White (2006) predictive ability test because unlike the Diebold and Mariano (1995) test, it is robust to both nonnested models and nested models such as our VAR, \( u^* \), and SSUR models.
than those of the alternatives, and the difference is not statistically significant. At longer horizons the improvement over the SPF and the Greenbook disappears: SSUR-2 performs about 0.05 percentage point worse than either professional forecast on average. Nevertheless, it is striking that our model performs only slightly worse than the Greenbook and the SPF at a 1-year horizon, considering that their forecasts are based on an array of economic data and models of the broader economy, whereas SSUR-2 is a statistical model that incorporates only near-term information about the labor market.

Table 2 reports the performance of SSUR-2 against the time-series models. The univariate ARIMA model performs worse than SSUR-2 at all horizons. The same is true of the VAR, showing that the nonlinearity of our
model is an important feature. Finally, the contribution of forecasting the flows is evident from the fourth row, which reports the performance of a forecast based only on convergence to the conditional steady-state unemployment rate \( (u^*) \). This model, too, performs worse than SSUR-2 at all horizons, indicating that time variation in the flow rates is also an important element of our model. It is remarkable that a forecast from the theoretical law of motion (equation 5) that relies on only the last known value of \( u^* \) performs as well as or better than both estimated time-series models.\(^{20}\)

Finally, we weigh in on the debate over the relative importance of inflows and outflows to unemployment fluctuations, using predictive ability as a metric. To do so, we evaluate the forecasting performance of variants of the SSUR-2 model in which only one of the hazard rates is allowed to vary. For example, to evaluate the contribution of the inflow rate, we hold the outflow rate constant at its last known value and allow the inflow rate to vary according to the VAR forecast. We call this variant “SSUR-2-s” and its counterpart that allows only outflows to vary “SSUR-2-f.” The bottom two rows of table 2 show that SSUR-2-s and SSUR-2-f perform about the same at all horizons. However, both models have larger RMSEs than the \( u^* \) model, which holds both hazard rates constant. Thus, for forecasting unemployment, inflows and outflows are about equally important, in line with the recent consensus in the literature.\(^{21}\)

**IV.C. Quasi-Real-Time Forecasts and SSUR-3**

As we noted earlier, our preferred VAR specification—which includes initial claims for unemployment insurance and the help-wanted index—cannot be estimated in true real time because vintages of these two leading indicators are not available. In work not reported in detail here, we assess whether this gives our model an unfair advantage over the historical professional forecasters by estimating the VAR for the SSUR-2 model without \( uic \) and \( Dhw_i \)—a true real-time exercise. Over the sample used in the upper panel of table 1, this model still has an RMSE almost 20 percent smaller than the Greenbook’s at quarter \( t + 0 \) and essentially the same at quarter \( t + 1 \). We also compare the performance of the true real-time forecasts of SSUR-2 with the model’s “quasi-real-time” forecasts,

---

20. Foreshadowing section V on forecast combination, this result suggests that combining a model based on the steady-state unemployment rate with an estimated time-series model may yield further improvements.

where we use the same rolling estimation and forecasting procedure as in the real-time exercise but use the current-vintage data at all points; that is, we omit all variation associated with revisions to the seasonal factors. Over the same sample (results not reported), the truly real-time forecasts are actually slightly better than the quasi-real-time forecasts at all but the current-quarter horizon, where they perform equally well. This suggests that evaluating the models in quasi-real time likely does not significantly alter the spirit of the real-time exercise.

With this in mind, we assess the quasi-real-time forecasts of the SSUR-3 model. (Because historical records of seasonal revisions to gross flows are not available, we cannot evaluate the performance of the SSUR-3 model in true real time.) Table 3 evaluates the performance of SSUR-3 against that of SSUR-2 in quasi-real time. Over the period from 1976 to 2006 (upper panel), the three-state model performs a bit worse than SSUR-2 in the current-, next-, and 2-quarter-ahead forecasts, and at longer horizons it performs appreciably worse. However, the gross flows we calculate from the CPS micro data (from before 1990) are noisier than duration-based hazard rates, in part because of spurious transitions between unemployment and nonparticipation. If we restrict the time period to use only forecasts

<table>
<thead>
<tr>
<th>Model</th>
<th>$t + 0$</th>
<th>$t + 1$</th>
<th>$t + 2$</th>
<th>$t + 3$</th>
<th>$t + 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSUR-2</td>
<td>0.13</td>
<td>0.32</td>
<td>0.50</td>
<td>0.67</td>
<td>0.84</td>
</tr>
<tr>
<td>SSUR-3</td>
<td>0.15***</td>
<td>0.37*</td>
<td>0.61**</td>
<td>0.85**</td>
<td>1.09**</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.08)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.02)</td>
</tr>
<tr>
<td>SSUR-2</td>
<td>0.10</td>
<td>0.23</td>
<td>0.30</td>
<td>0.44</td>
<td>0.54</td>
</tr>
<tr>
<td>SSUR-3</td>
<td>0.11*</td>
<td>0.23</td>
<td>0.37**</td>
<td>0.57**</td>
<td>0.77**</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.39)</td>
<td>(0.04)</td>
<td>(0.06)</td>
<td>(0.04)</td>
</tr>
</tbody>
</table>

Sources: Authors’ calculations using data from the Bureau of Labor Statistics, the Employment and Training Administration, and Barnichon (2010).

a. $t + 0$ denotes the current quarter at the time of the forecast. $p$ values of the Giacomini-White test statistic are reported in parentheses. Asterisks indicate statistically significant difference between the SSUR-3 and SSUR-2 forecasts at the *10 percent, **5 percent, or ***1 percent level.
b. Calculated from 89 forecasts over 1976–2006 that share a common information set with the historical Greenbook and SPF forecasts.
c. Calculated from 83 forecasts made every month from February 2000 to December 2006.
that were estimated using the published gross flows data (lower panel),
the differences are small at horizons of up to 2 quarters ahead. As with the
longer sample, SSUR-3 performs appreciably worse than SSUR-2 at fore-
cast horizons of \( t + 3 \) and beyond.

**IV.D. Forecasting Performance over the Business Cycle**

The unemployment stock is driven by flows with different time-series
properties, and the contributions of the different flows change throughout
the cycle.22 For instance, inflows are responsible for the sharp increase in
unemployment at the onset of recessions, but outflows are the main driving
force of unemployment in normal times.

This property suggests that the performance of our flows model may
vary over the business cycle. For instance, because the SSUR-2 model
incorporates the unemployment inflow rate, which is responsible for the
asymmetry of unemployment, it may better capture the asymmetric nature
of unemployment than standard models. Thus, it may perform better dur-
ing recessions, especially compared with standard models, which do not
include labor force flows.

To test this idea and evaluate whether SSUR-2 performs differently over
the course of the business cycle, we use Giacomini and Barbara Rossi’s
(2010) predictive ability test in unstable environments. The test develops
a measure of the relative local forecasting performance of two models and
is ideal for testing whether the performance of our model varies over the
cycle relative to that of a benchmark model. We use as the benchmark the
ARIMA model presented in table 2. We evaluate local forecasting perfor-
ance over a 5-year window using monthly forecasts spanning November
1968 to February 2012.

Figure 3 plots the Giacomini and Rossi fluctuation test statistic for
current-quarter and 1-quarter-ahead forecasts; the corresponding 5 percent
critical value is also shown. The unit of the \( y \) axis is the (standardized) roll-
ing difference in mean squared error between the two models, a measure
of their relative performance, defined such that a positive value indicates a
superior performance of SSUR-2.

The SSUR-2 forecasts are almost always more accurate than those
of the benchmark model, but SSUR-2 performs especially well around

22. At a quarterly frequency, the autocorrelation of the outflow rate is 0.91, but that of the
inflow rate is only 0.73 (Shimer 2012). Further, whereas the distribution of the (detrended)
inflow rate is positively skewed and highly kurtotic, the distribution of the (detrended) out-
flow rate exhibits no skewness and low kurtosis (Barnichon 2012).
recessions—and particularly during the deep recessions of 1973–75, the early 1980s, and 2008–09—and during times of large and swift movements in the inflow rate. In other words, SSUR-2 yields the greatest improvement over a naive baseline around turning points, precisely when accurate unemployment forecasts are most valuable.

IV.E. Intuition for the Model’s Performance

Our model’s performance is particularly striking in two respects: the model improves significantly upon professional forecasts in the near term, and it performs especially well during recessions. This section discusses the intuition behind this performance.

AVERAGE PERFORMANCE Our approach to forecasting unemployment rests on the convergence of unemployment toward its steady-state value implied by the labor force flows. Intuitively, if convergence takes place within a
couple of months, knowing the current values of the flows provides information on the future level of unemployment, and the SSUR model will perform well over the next couple of months.

In this subsection we develop this intuition further and discuss the reasons behind the quantitative performance of the model. Specifically, our ability to improve forecasting accuracy depends on three parameters: the level of the flows, the persistence of the flows, and whether different flows have different time-series properties.

First, as equation 2 makes clear, the level of the flows governs the speed of convergence to steady state. Since these flows are relatively large in the United States, convergence occurs relatively rapidly (in 3 to 5 months), and the current flows help forecast unemployment in the near term. This explains why, with U.S. data, SSUR-2 performs especially well for current- and next-quarter forecasts. If the flows were larger, the speed of convergence would be even higher, and the model would perform best at an even shorter horizon. At the extreme, if convergence were instantaneous, the current values of the flows would not help forecast unemployment. In contrast, if the flows were much smaller, convergence would occur much more slowly and performance might be best at longer horizons.

If flows were very small, could their current values help us forecast unemployment in the very long run? The reason why this is unlikely comes from the second crucial parameter, the persistence of the flows. The performance of SSUR depends on the interaction between the speed of convergence (the levels of the flows) and the persistence of the flows. The model is good at forecasting unemployment only if the flows are sufficiently persistent that their values can be well predicted over the time needed to converge to steady state. For the U.S. labor market, the model performs well in the near term because the persistence of the flows is sufficiently high.

The third important characteristic behind the performance of SSUR stems from our focus on forecasting the flows rather than the stock. A model of the stock (such as the ARIMA model previously described) cannot perform as well as SSUR, because the flows differ in their time-series properties and because the contributions of the different flows change throughout the cycle. A model of the stock can capture the average time-series properties of the stock, but it cannot allow for different time-series properties at different stages of the cycle.

PERFORMANCE OVER THE BUSINESS CYCLE The SSUR model performs especially well during recessions and around turning points because the unemployment rate displays steepness asymmetry: increases tend to be
steeper than decreases. This asymmetry manifests itself most forcefully during recessions, but a model of the stock is ill equipped to capture it unless one imposes an arbitrary threshold to introduce asymmetry, as is done in threshold autoregressive models. Although SSUR is not explicitly asymmetric, it relies on the labor force flows that are responsible for the asymmetry of unemployment. Indeed, it is the different behavior of the inflows and outflows over the cycle that is responsible for the steepness asymmetry of unemployment (Barnichon 2012). By incorporating flow information and using it as inputs in the forecasts, our model can incorporate the impulses responsible for the asymmetry of unemployment.

Specifically, the beginning of a recession is typically marked by a sharp increase in the inflow rate: figure 4 plots the impulse responses from our estimated VAR to a shock to the inflow rate.23 Whereas the inflow rate itself displays a sharp increase with fairly rapid reversion to the mean, the outflow rate displays a delayed, U-shaped response with much slower mean reversion. These different impulse responses give rise to the steepness asymmetry of unemployment: following the initial shock, the inflow rate reverts relatively quickly to its mean, but the outflow rate takes longer to return to steady state and thus prevents the unemployment rate from decreasing as rapidly as it increased. By relying on a VAR forecast of the flow rates, following an initial disturbance to the inflow rate at the onset of a recession, SSUR can propagate the cyclical behavior of the flows and thus capture the steepness asymmetry of unemployment.

Figure 4. Impulse Responses to a Shock to the Unemployment Inflow Ratea

Source: Authors’ calculations using data from the Bureau of Labor Statistics.

a. Impulse response functions to a 1-standard-deviation shock to the inflow rate, calculated from a VAR of \( y_t = \ln(f_t, s_t, ur_t)' \) with two lags that was estimated using quarterly data over 1951–2007. Shading represents 95 percent confidence intervals.

23. See Fujita (2011) for more evidence on the response of the inflow and outflow rates to aggregate shocks.
V. Combining Forecasts

The array of forecasting models we have considered reflect different information sets. The SSUR models’ forecasts rely mainly on labor force flows data and other labor market indicators but not on information from outside the labor market. In contrast, the professional (SPF and Greenbook) forecasts are based on an array of economic data and models beyond the labor market, but they may ignore information on labor force flows. The ARIMA model forecasts unemployment from its past behavior.

Given these different information sets, a natural question is whether these unemployment forecasts can be further improved by combining our flows models’ forecasts with a professional forecast such as the SPF and with a simple time-series model such as the ARIMA, to exploit the differences in correlation among the forecast errors (see Granger and Newbold 1986). We construct such a combined forecast by taking a weighted average of forecasts from SSUR-2, the SPF, and the ARIMA model. The weights are determined by ordinary least squares regression, with a constant included to account for any systematic biases in the estimate. We estimate weights separately for each forecast horizon. The evaluation is a real-time exercise where, for each forecast at a given time, the weights are determined using available history only. These weights allow us to evaluate the marginal contributions of each model over the SPF forecast. If the SSUR-2 model forecast contributes no incremental benefit over the SPF forecast, the weight on the SSUR-2 forecast will be zero.

As table 4 shows, this is not the case: combining the SSUR-2 model with the SPF and the ARIMA improves forecasting performance significantly at horizons up to 2 quarters ahead. Compared with the baseline SPF forecast, the combined forecast achieves a reduction in RMSE of about 35 percent for current-quarter forecasts, 15 percent for 1-quarter-ahead forecasts, and almost 10 percent for 2-quarter-ahead forecasts, with smaller improvements at longer horizons. The combined current-quarter and 1-quarter-ahead forecasts are statistically significantly better than the SPF forecast alone.

The optimal weights reflect the contribution of the SSUR-2 model for short-term forecasting, and the combined forecast puts much more weight on SSUR-2 at short-term horizons.24 Importantly, the fact that the combined forecast performs significantly better than any single forecast indicates that the flows model brings relevant information not contained in

24. The reported optimal weights are the weights estimated over the full sample.
the SPF or ARIMA forecasts. In other words, because the forecast errors of the models are not strongly correlated, the combined forecast performs substantially better.

VI. Forecasting Labor Force Participation

Compared with the unemployment rate, the labor force participation rate has less of a systematic aggregate relationship with output growth. In fact, aggregate labor force participation has been thought to be acyclical, with changes in the participation rate only weakly related to output growth.25 As

<table>
<thead>
<tr>
<th>Table 4. Optimal Combined Unemployment Rate Forecasts, 1976–2006²</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Forecast horizon (quarters)</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Root-mean-squared error (percentage points)b</strong></td>
</tr>
<tr>
<td>SSUR-2</td>
</tr>
<tr>
<td>SPF</td>
</tr>
<tr>
<td>ARIMA</td>
</tr>
<tr>
<td>Combined</td>
</tr>
<tr>
<td><strong>Optimal weightsc</strong></td>
</tr>
<tr>
<td>SSUR-2</td>
</tr>
<tr>
<td>SPF</td>
</tr>
<tr>
<td>ARIMA</td>
</tr>
<tr>
<td>Constant</td>
</tr>
</tbody>
</table>

Sources: Authors’ calculations using data from the Bureau of Labor Statistics, the Employment and Training Administration, the Federal Reserve Bank of Philadelphia, and Barnichon (2010).

a. Calculated from 124 forecasts made once per quarter over 1976–2006. t + 0 denotes the current quarter at the time of the forecast.

b. p values of the Giacomini-White test statistic of equal predictive ability are reported in parentheses. Asterisks indicate statistically significant improvement of the combined forecast over the SPF at the *10 percent, **5 percent, or ***1 percent level.

c. Optimal weights are determined from the following ordinary least-squares regression: \( u_t = \beta_0 + \beta_1 \hat{u}_{t, \text{SSUR}} + \beta_2 \hat{u}_{t, \text{SPF}} + \beta_3 \hat{u}_{t, \text{ARIMA}} + \nu_t \). Standard errors are reported in parentheses.

25. Nonetheless, several papers have found an important role for demographics in determining the aggregate participation rate. Aaronson and others (2006) and Fallick and Pingle (2007) use cohort-based models to help isolate demographic and other structural factors from cyclical variation in the participation rate. They find that the apparent acyclicity of aggregate participation is the result of moderately cyclical participation within certain demographic groups that roughly offsets when aggregated.
a result, forecasting the labor force participation rate was often seen as less of a priority than forecasting the unemployment rate.

The large and unexpected decline in labor force participation during and after the 2008–09 recession challenged that conventional wisdom and highlighted the importance of forecasting the labor force participation rate. However, given the historical absence of a strong relationship between output and labor force participation, forecasters have few models to turn to.

Thus, one advantage of the three-state SSUR model over the two-state model is that it also generates forecasts of the labor force participation rate (and, by extension, the employment-population ratio). Table 5 evaluates the performance of the SSUR-3 model forecasts against that of the Greenbook forecasts. SSUR-3 improves on the Greenbook forecast for the current-quarter forecast, although the reduction in RMSE is not

26. The historical Greenbook forecasts include quarterly forecasts for the participation rate beginning only in 2000.

Table 5. Labor Force Participation Rate Forecasts and Optimal Combinations, 2000–06a

<table>
<thead>
<tr>
<th>Model</th>
<th>$t + 0$</th>
<th>$t + 1$</th>
<th>$t + 2$</th>
<th>$t + 3$</th>
<th>$t + 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root-mean-squared error (percentage points)b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSUR-3</td>
<td>0.13</td>
<td>0.26</td>
<td>0.38</td>
<td>0.46</td>
<td>0.56</td>
</tr>
<tr>
<td>Greenbook</td>
<td>0.14</td>
<td>0.23**</td>
<td>0.31***</td>
<td>0.39*</td>
<td>0.47</td>
</tr>
<tr>
<td>Combined</td>
<td>0.10***</td>
<td>0.15***</td>
<td>0.17***</td>
<td>0.18***</td>
<td>0.19***</td>
</tr>
<tr>
<td></td>
<td>(0.21)</td>
<td>(0.03)</td>
<td>(0.00)</td>
<td>(0.06)</td>
<td>(0.14)</td>
</tr>
</tbody>
</table>

Optimal weightsc

<table>
<thead>
<tr>
<th>Model</th>
<th>$t + 0$</th>
<th>$t + 1$</th>
<th>$t + 2$</th>
<th>$t + 3$</th>
<th>$t + 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSUR-3</td>
<td>0.40</td>
<td>0.36</td>
<td>0.67</td>
<td>0.85</td>
<td>0.69</td>
</tr>
<tr>
<td>Greenbook</td>
<td>0.51</td>
<td>0.49</td>
<td>0.23</td>
<td>0.15</td>
<td>0.16</td>
</tr>
<tr>
<td>Constant</td>
<td>0.06</td>
<td>0.10</td>
<td>0.07</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.16)</td>
<td>(0.14)</td>
<td>(0.12)</td>
<td>(0.10)</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.14)</td>
<td>(0.11)</td>
<td>(0.09)</td>
<td>(0.07)</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.06)</td>
</tr>
</tbody>
</table>

Sources: Authors’ calculations using data from the Bureau of Labor Statistics, Employment and Training Administration, the Federal Reserve Bank of Philadelphia, the Board of Governors of the Federal Reserve System, and Barnichon (2010).

a. Calculated from 56 forecasts over January 2000 to December 2006 that share a common information set with the historical Greenbook forecast. $t + 0$ denotes the current quarter at the time of the forecast.

b. p values of the Giacomini-White test statistic of equal predictive ability are reported in parentheses. Asterisks indicate statistically significant improvement of SSUR-3 or combined forecast over the Greenbook forecast at the *10 percent, **5 percent, or ***1 percent level.

c. Optimal weights are determined from the following ordinary least squares regression: $lfpr_t = \beta_0 + \beta_1lfpr_t^{SSUR} + \beta_2lfpr_t^{SPF} + \beta_3lfpr_t^{ARIMA} + \nu_t$. Standard errors are reported in parentheses.
statistically significant. At longer forecast horizons, SSUR-3 performs markedly less well than the Greenbook.

However, SSUR-3 forecast errors need not be correlated with Greenbook forecast errors, so that, again, a combined forecast may generate significant improvement. The third row of table 5 confirms this intuition. The optimal labor force participation rate forecast combining the Greenbook and SSUR-3 forecasts performs significantly better than either alone at all horizons considered, and especially at longer horizons. The reduction in RMSE is trivial for current-quarter forecasts but grows to between 0.1 and 0.3 percentage point at longer horizons. The large weight on SSUR-3 at all horizons reflects superior performance compared with the Greenbook.27

VII. Recent Performance and Near-Term Prospects

Thus far the sample period used in our evaluation against professional forecasts has ended in 2006, shortly before the Great Recession. A crucial question, however, is how the SSUR models perform during that recession and the ongoing recovery. In particular, can the models capture the steep increase in unemployment and the lack of rapid decline following this latest recession compared with other deep recessions?

Beyond 2006, we can no longer compare our models with the Greenbook; we therefore use the SPF as the benchmark instead. As table 1 showed, the SPF and Greenbook forecasts have roughly similar RMSEs over a 1-year forecast horizon.

Table 6 reports the RMSEs for forecasts of both SSUR models and the SPF starting in February 2007 and ending in February 2012. Although the SPF’s current-quarter forecast error is roughly comparable to that for the earlier period, forecast errors at longer horizons are 0.1 to 0.8 percentage point larger during this period than over 1976–2006. The flows models’ forecast errors are similarly larger. In particular, the two-state model’s forecast for the current quarter—by far its comparative advantage—worsens appreciably. Whereas it outperformed the SPF by 25 percent in the earlier period, SSUR-2 now performs only slightly better than the SPF.

In contrast, the three-state model, which performed worse than either the two-state model or the SPF over 1976–2006 at all horizons, now outperforms the SPF by almost 30 percent in the current quarter, and its RMSE

27. This is not evident in the direct comparison between SSUR-3 and the Greenbook, because SSUR-3 has a larger bias than the Greenbook. The constant in the optimal forecast accounts for this systematic bias.
is even a bit smaller 1 quarter ahead. We point to three factors to explain this striking difference.

First, the gross flows are much better measured in the published data than in the historical tabulations. Because for much of the 1976–2006 sample the model was estimated using the transitions we calculated from the micro data (rather than from the published data), the three-state model performs worse than the two-state model. Indeed, table 3 showed that SSUR-3 performed about the same as the two-state model when estimated using only the published gross flows data.

Second, the two-state model uses cross-sectional data on unemployment to infer the outflow rate and backs out the inflow rate using an unemployment accounting identity. As Elsby and others (2011b) note, a key assumption needed to derive the hazards appears to have broken down starting in 2009. They show that, historically, the two measures of unemployment outflows moved closely together over the business cycle, but that since 2009, Shimer’s (2012) measure has exhibited a much larger decline than the flow from unemployment to employment. They show that the discrepancy is being driven by the large increase in the unemployment duration of persons flowing into unemployment, whereas Shimer’s calculation assumes that all unemployment inflows have a duration of 5 weeks or less.

Third, and most important, the two-state model by design abstracts from movements into and out of the labor force. Historically, the labor force participation rate has not exhibited much cyclicality. However, in the recent recession and recovery, the participation rate has fallen 2½ percentage points. The Congressional Budget Office’s August 2012 estimate of the trend labor force suggests that about 1 percentage point of this decline can

<table>
<thead>
<tr>
<th>Table 6. Performance of Unemployment Rate Forecasts of the SSUR Model and the SPF, 2007–12</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>SPF</td>
</tr>
<tr>
<td>SSUR-2</td>
</tr>
<tr>
<td>SSUR-3</td>
</tr>
<tr>
<td>No. of observations</td>
</tr>
</tbody>
</table>

Sources: Authors’ calculations using data from the Bureau of Labor Statistics, the Employment and Training Administration, the Federal Reserve Bank of Philadelphia, and Barnichon (2010).

a. Calculated from forecasts made once per quarter over 2007Q1 to 2012Q3. t + 0 denotes the current quarter at the time of the forecast.
be accounted for by declining trend participation (primarily due to aging of the population). The remainder likely reflects an unusually large cyclical decline. The two-state model cannot account for the cyclical decline and thus projects an employment-population ratio that is systematically too high. In contrast, the flows in the three-state model reflect the declining participation rate.

Figure 5 shows the time pattern of recent unemployment rate forecast misses by the SPF and the two SSUR models for both the current-quarter forecast (2 months of forecast; upper panel) and the next-quarter forecast (5 months of forecast; lower panel). A positive value indicates that the unemployment rate was higher than projected. As the unemployment rate starts to increase, rising from 4.5 percent in the first quarter of 2007 to 4.8 percent at the end of 2007, the SPF and the SSUR models show relatively small upside surprises at both the \( t + 0 \) and \( t + 1 \) horizons (the unemployment rate was higher than projected). The unemployment rate then accelerates over 2008 and the first half of 2009, rising from 5 percent to 9½ percent. In 2008 the SSUR models and the SPF alike
show modest surprises to the upside in their current-quarter forecasts, with misses of about ¼ percentage point. However, from 2009 forward the three-state model consistently outperforms the SPF and the two-state model in the current quarter, with misses to both the upside and the downside. At the 1-quarter-ahead horizon, the two-state model does noticeably worse than the SPF or the three-state model from 2009 on.

What do the SSUR models say about the outlook for unemployment 6 months hence as of this writing in November 2012? Table 7 presents their forecasts of the unemployment rate and the labor force participation rate for November 2012 through April 2013. (Updated forecasts will be posted on the Brookings Papers website each month following the release of the official employment report.) The two-state model projects the unemployment rate to decline over the rest of 2012 and into 2013, from its reported level of 7.9 percent in October to 7.8 percent in December and 7.5 percent in April. This decline reflects a projected increase in the unemployment outflow hazard and a projection of little change in the inflow hazard (not shown). The three-state model projects the unemployment rate to remain at 7.9 percent over the same 6 months, reflecting a slow increase in the job finding rate for unemployed workers and a slight rise in the labor force participation rate.

### VIII. Conclusion

Although the unemployment rate is typically considered a lagging indicator of the business cycle, increases in the unemployment rate have preceded the last three recessions. Recent research by Charles Fleischman and
John Roberts (2011) finds that the unemployment rate provides the best single signal about the state of the business cycle in real time. Nevertheless, despite extensive research on the topic, forecasters and policymakers often rely on Okun’s law or basic time-series models to forecast the unemployment rate.

This paper has presented a nonlinear unemployment rate forecasting model based on labor force flows that, in real time, dramatically outperforms basic time-series models, the SPF, and the Federal Reserve Board’s Greenbook forecast at short horizons. Our model is built on two elements: a nonlinear law of motion describing how the unemployment rate converges to its conditional steady state (the rate of unemployment implied by the flows into and out of unemployment), and forecasts of these labor force flows. The model’s performance, in turn, stems from two factors: the convergence of unemployment to its conditional steady state with a lag of 3 to 5 months, and the fact that flows into and out of unemployment have different time-series properties than the stock.

Empirically, the two-state model has a root-mean-squared forecast error about 30 percent smaller than the next-best forecast for the current quarter, and 10 percent smaller for the next-quarter forecast. Moreover, our model has the highest predictive ability of those we analyze surrounding business cycle turning points and large recessions. And because the model brings new information to the forecast, a combination of our model’s forecast and the SPF forecast yields an improvement of about 35 percent for the current-quarter forecast and of 25 percent for the next-quarter forecast, with smaller improvements at longer horizons.

The two new models that we propose have both advantages and disadvantages relative to each other. The two-state model is easier to understand conceptually and to implement. The duration-based unemployment inflow and outflow hazard rates have a longer history and are somewhat less noisy. However, these hazard rates are not directly measured but rather inferred from a theoretical model. More important, a key assumption for deriving the hazards appears to have broken down starting in 2009.

The three-state model is a more realistic characterization of the labor market and produces internally consistent forecasts for the unemployment rate, the labor force participation rate, and the employment-population ratio. Although the three-state model’s unemployment rate forecasts at longer horizons tend to be worse than those of the two-state model, since 2007 the three-state model outperforms the two-state model—as well as the SPF, in the near term—in part because it accounts for the large decline in labor force participation during this cycle.
Appendix

Solving the Three-State Model

Denoting \( Y_{t+1} = (U_{t+1}, E_{t+1}, N_{t+1}) \), we can rewrite equation 10 as

\[
\begin{align*}
\dot{Y}_{t+1} &= A_t Y_{t+1},
\end{align*}
\]

with

\[
A_t = \begin{pmatrix}
-\lambda_{EU}^{1} - \lambda_{UN}^{2} & \lambda_{EU}^{1} & \lambda_{NU}^{3} \\
\lambda_{EU}^{1} & -\lambda_{EU}^{1} - \lambda_{EN}^{1} & \lambda_{NE}^{2} \\
\lambda_{UN}^{2} & \lambda_{EN}^{1} & -\lambda_{NE}^{2} - \lambda_{NU}^{3}
\end{pmatrix}.
\]

Since the columns of \( A_t \) sum to zero, \( A_t \) has one eigenvalue equal to zero. Denoting \( Q_t \) the matrix of eigenvectors of \( A_t \), corresponding to the eigenvalues \( \{r_{1t}, r_{2t}, 0\} \), we can write a solution to equation A.1 as

\[
\begin{align*}
Y_{t+1} &= Q_t \begin{pmatrix} c_1 e^{r_{1t}} \\ c_2 e^{r_{2t}} \\ c_3 \end{pmatrix},
\end{align*}
\]

with \( c_1, c_2, \) and \( c_3 \) the constants of integration. The two nonzero eigenvalues are negative and are functions of the hazard rates:

\[
\begin{align*}
r_{1t} &= -\beta_{1t} \equiv \lambda_{EU}^{1} + \lambda_{UN}^{2} \\
r_{2t} &= -\beta_{2t} \equiv \lambda_{EU}^{1} + \lambda_{EN}^{1} + \lambda_{NE}^{2} + \lambda_{NU}^{3}.
\end{align*}
\]

To find the values of \( c_1, c_2, \) and \( c_3 \), we use initial conditions \( Y_t = (U_t, E_t, N_t)' \) and terminal conditions \( Y_{t \to \infty} = (U^*_t, E^*_t, N^*_t)' \), the vector of the steady-state numbers of unemployed \( (U^*_t) \), employed \( (E^*_t) \), and nonparticipants \( (N^*_t) \). The steady-state stocks are given by

\[
\begin{align*}
U^*_t &= k \frac{s_{r1}}{s_{r1} + f_{r1} + o_{r1}} \\
E^*_t &= k \frac{f_{r1}}{s_{r1} + f_{r1} + o_{r1}} \\
N^*_t &= k \frac{o_{r1}}{s_{r1} + f_{r1} + o_{r1}},
\end{align*}
\]
where $k$ is a constant set such that $U^*_t$, $E^*_t$, and $N^*_t$ sum to $P_t$, the working-age population in month $t$, and $s_{t+1}, f_{t+1},$ and $o_{t+1}$ are defined by

$$
s_{t+1} = \lambda_{nu}^{en} \lambda_{nu}^{ne} + \lambda_{nu}^{ne} \lambda_{nu}^{eu} + \lambda_{nu}^{ne} \lambda_{nu}^{eu},$$

$$f_{t+1} = \lambda_{nu}^{en} \lambda_{nu}^{ne} + \lambda_{nu}^{ne} \lambda_{nu}^{eu} + \lambda_{nu}^{ne} \lambda_{nu}^{eu},$$

$$o_{t+1} = \lambda_{nu}^{eu} \lambda_{nu}^{ne} + \lambda_{nu}^{ne} \lambda_{nu}^{en}.$$  

Some algebra yields the 1-month-ahead forecasts of unemployment, employment, and nonparticipation:

$$
U_{t+1} = q_{11} c_1 e^{-\lambda_{11}} + q_{12} c_2 e^{-\lambda_{12}} + U^*_t
$$

(A.4)

$$
E_{t+1} = q_{21} c_1 e^{-\lambda_{21}} + q_{22} c_2 e^{-\lambda_{22}} + E^*_t
$$

$$
N_{t+1} = q_{31} c_1 e^{-\lambda_{31}} + q_{32} c_2 e^{-\lambda_{32}} + N^*_t
$$

where $q_{ij}$ is the $(i, j)$ element of $Q$, and with $c_1$ and $c_2$ given by

$$
\begin{pmatrix}
  c_1 \\
  c_2
\end{pmatrix} = \begin{pmatrix}
  q_{11} & q_{12} \\
  q_{21} & q_{22}
\end{pmatrix}^{-1} \begin{pmatrix}
  U_t \\
  E_t
\end{pmatrix}.
$$
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Comments and Discussion

COMMENT BY
JAN HATZIUS AND SVEN JARI STEHN  We like the focus of this paper by Regis Barnichon and Christopher Nekarda, because the unemployment rate is our “desert island” U.S. economic indicator, the one we would choose if we had to choose only one indicator to provide information about the economy. One reason is its value for estimating the amount of slack in the economy. As Federal Reserve Chairman Ben Bernanke noted in his August 2012 speech at Jackson Hole, “following every previous U.S. recession since World War II, the unemployment rate has returned close to its pre-recession level.” Although there are certainly more sophisticated ways to measure the output gap, one could do worse than start from the observation that the unemployment rate in the fall of 2012 is about 2 percentage points above its postwar average of 5.8 percent.

But an equally important reason why we view the unemployment rate as so important is its value in diagnosing recessions. This is one of the most important, yet most daunting, jobs for business forecasters such as ourselves. On the one hand, we are all painfully aware that we as a profession have a terrible track record in recognizing recessions when they occur—not to mention forecasting them successfully. On the other hand, we also know that nothing destroys one’s reputation as reliably as crying wolf about a recession that then fails to materialize. And of course, that is the reason why forecasters tend to be late in calling recessions. Being human, we want to be reasonably sure before we stick our necks out.

Thus, any tool that allows forecasters to get a leg up in forecasting or diagnosing a recession is highly valuable, and one of our favorite tools is the plain old unemployment rate. Over the 64 years since monthly unemployment data first became available, the (unrounded) unemployment rate has never risen more than 0.35 percentage point on a 3-month moving-
average basis without being followed or accompanied by a recession (see our figure 1). We call this the “0.35 rule.”

Often this 0.35 rule has done a better job than actual human forecasters. Our table 1 compares the timing of the 0.35 rule with the month in which the median participant in the Philadelphia Federal Reserve Bank’s Survey of Professional Forecasters (SPF) first predicted a recession, and the month when the Federal Reserve Board staff did so. At least in the last three business cycles, the 0.35 rule signaled a recession before either of these predicted it.

Note that in order to provide a fair comparison, we use the reporting month for the 0.35 rule, not the reference month. For example, the 0.35 threshold was reached in the December 2007 employment report, which was released at 8.30 am on Friday, January 4, 2008. And as it happens, December 2007 was ultimately chosen by the Business Cycle Dating Committee of the National Bureau of Economic Research as the peak of the cycle.

Given the usefulness of the unemployment rate, anything that allows one to do a better job in forecasting the unemployment rate could be

---

Figure 1. Unemployment Rate and the 0.35 Rule, 1948–2012

Source: U.S. Department of Labor.

a. Data are 3-month moving averages. Vertical lines indicate months in which the unemployment rate rose more than 0.35 percentage point above the preceding low; shading indicates recessions.
very useful. This is where the Barnichon and Nekarda study comes in. They show that labor market flows hold a significant amount of information about the future of the unemployment rate. They also show that their approach results in smaller mean squared forecast errors than either the real-time forecasts of the private business economists surveyed by the SPF or those of the Federal Reserve staff.

Given this success, a natural question is whether this general approach might help in improving and refining the 0.35 rule. At first glance, the chances look quite promising. Our figure 2 plots the actual unemployment rate against Barnichon and Nekarda’s estimated flow-consistent rate through all 11 postwar recessions. Each series is indexed to zero 4 months before the start of the recession (the month when, on average, the trough of the actual unemployment rate occurs). The figure shows that the flow-consistent rate leads the actual rate throughout the recession, just what one would hope to see in a useful indicator.

Can we then combine the 0.35 rule with the flow-based unemployment rate forecast to construct a better mousetrap for predicting and diagnosing recessions? We have done some very simple exploratory work on this.

First, we use the the current and lagged flow-consistent unemployment rate to construct historical unemployment rate forecasts 1, 3, 6, 9 and 12 months ahead. These are simple, static equations that explain the actual

---

**Table 1. Business Cycle Peaks, Actual and Predicted, 1948–2012**

<table>
<thead>
<tr>
<th>Recession</th>
<th>Actual</th>
<th>Consensusa</th>
<th>Greenbook</th>
<th>0.35 ruleb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1948–49</td>
<td>November 1948</td>
<td>n.a.</td>
<td>n.a.</td>
<td>February 1949</td>
</tr>
<tr>
<td>1953–54</td>
<td>July 1953</td>
<td>n.a.</td>
<td>n.a.</td>
<td>December 1953</td>
</tr>
<tr>
<td>1957–58</td>
<td>August 1957</td>
<td>n.a.</td>
<td>n.a.</td>
<td>October 1957</td>
</tr>
</tbody>
</table>


a. From Survey of Professional Forecasters until 1990–91, Blue Chip Economic Indicators thereafter.

b. Rule predicts a recession when the 3-month moving-average unemployment rate rises more than 0.35 percentage point.

c. As described in the minutes of the Federal Open Market Committee.
unemployment rate with the lag of the flow-consistent rate. Second, we track the date when the forecasts pointed to a breach of the 0.35 threshold and then calculate how early or late this was relative to the actual start of the recession. Third, we count the number of times when the unemployment rate forecasts triggered a false alarm (that is, how many times the change in the forecast for the 3-month moving average of the unemployment rate exceeded 0.35 percentage point but no recession followed).

Unfortunately, as our figure 3 shows, it is difficult to improve on the simple 0.35 rule. To be sure, we can get an earlier signal for a recession by relying on the forecast unemployment rate rather than the actual unemployment rate. When we use the flow-consistent unemployment rate to predict whether the actual unemployment rate will breach the 0.35 limit on a 6-month horizon, on average we generate a recession signal 4 months before the actual start of the recession. That is better than using the 0.35 rule for the actual unemployment rate, which on average gets triggered in the month in which the recession starts. But this earlier call comes at the cost of many more false positives, as shown in the line plotting the accuracy of the forecasts. Paraphrasing Paul Samuelson’s famous quip that the stock market has predicted nine of the last five recessions, we could say that our simple model has predicted 23 of the last 11 recessions.

This is only one of many possible approaches to exploiting the ability of labor market flows to forecast the unemployment rate and, ultimately,
predicting a recession more successfully in real time. For example, one could raise the threshold for the unemployment rate prediction above 0.35 percentage point. Although that obviously reduces the number of false positives, it also basically eliminates the model’s timing advantage over the simple 0.35 rule. Another possibility is to bring in more data than just the flow-consistent unemployment rate, for example by actually modeling the flows themselves as Barnichon and Nekarda do. But at least in our simple analysis, that did not produce superior results either.

Again, our findings are very preliminary, and it may turn out that more sophisticated tools yield better results. As a suggestion for Barnichon and Nekarda in their future work, as well as for other researchers pursuing this line of investigation, it would be useful to see some more evidence on when exactly over the cycle the flow-based model outperforms other approaches. The reason is that unemployment rate forecasts are inherently less interesting later in a recession than at the start. Although the unemployment rate can be an early signal that a recession has gotten under way, it is almost invariably a late signal that a recession has ended.

Figure 3. Performance of the Flow-Consistent Unemployment Rate Model

<table>
<thead>
<tr>
<th>Months</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>0</td>
</tr>
<tr>
<td>t + 1</td>
<td>100</td>
</tr>
<tr>
<td>t + 3</td>
<td>80</td>
</tr>
<tr>
<td>t + 6</td>
<td>60</td>
</tr>
<tr>
<td>t + 9</td>
<td>40</td>
</tr>
<tr>
<td>t + 12</td>
<td>20</td>
</tr>
</tbody>
</table>

Source: GS Global ECS Research.

a. Barnichon and Nekarda's estimated flow-consistent unemployment rate model and the “0.35 rule” were applied to historical data to predict recessions 1, 3, 6, 9, and 12 months ahead. According to the 0.35 rule, a rise in the unemployment rate by 0.35 percentage point or more is considered to forecast a recession. See the text for further details.

b. Percent of forecasts using the model that correctly predicted a recession.

c. Average number of months before the actual recession that the model triggered the 0.35 rule, forecasting a recession.
Table 2. Timing of Recession Starts and Ends Relative to Peak and Trough Unemployment, 1948–2012

<table>
<thead>
<tr>
<th>Start of recession</th>
<th>Unemployment trough(^a)</th>
<th>Lag (months)</th>
<th>End of recession</th>
<th>Unemployment peak(^a)</th>
<th>Lag (months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>November 1948</td>
<td>July 1948</td>
<td>–4</td>
<td>October 1949</td>
<td>October 1949</td>
<td>0</td>
</tr>
<tr>
<td>July 1953</td>
<td>July 1953</td>
<td>0</td>
<td>May 1954</td>
<td>September 1954</td>
<td>4</td>
</tr>
<tr>
<td>August 1957</td>
<td>April 1957</td>
<td>–4</td>
<td>April 1958</td>
<td>July 1958</td>
<td>3</td>
</tr>
</tbody>
</table>

Sources: U.S. Department of Labor, GS Global ECS Research.
\(a\). Based on 3-month moving averages.

One can see this in our table 2, which lists all postwar business cycle peaks and troughs against the troughs and peaks in the unemployment rate. Clearly, the unemployment rate trough precedes the business cycle peak, but the unemployment rate peak lags the business cycle trough. At some level that is not surprising, since growth in the economy presumably has to fall below its trend before the economy goes into a contraction, and the economy has to start expanding before it returns to above-trend growth. But it does suggest that forecasting the unemployment rate around potential business cycle peaks is more interesting than forecasting it around potential troughs. Additional progress on that issue would be a useful extension of Barnichon and Nekarda’s work.

REFERENCE FOR THE HATZIUS AND STEHN COMMENT

COMMENT BY
BARBARA PETRONGOLO Obtaining accurate forecasts for the unemployment rate is an important and demanding task for policymakers, both because unemployment is a leading indicator of the business cycle and
the most widely used indicator of the state of the labor market, and for
the design of optimal welfare policy. In this paper Regis Barnichon and
Christopher Nekarda propose a very powerful and intuitive framework for
forecasting unemployment, one that hinges on the dynamic nature of labor
markets. The unemployment rate is a static concept, giving the proportion
of jobless workers at one point in time. Alternatively, one may adopt a
dynamic view of the labor market, focusing on the flows of workers into
and out of unemployment each period. Barnichon and Nekarda show that
exploiting available information about such dynamics may yield unem-
ployment forecasts that outperform all existing forecasts. In particular,
their proposed model yields near-term forecasts that are substantially more
accurate than existing forecasts, including those produced by professional
forecasters (such as the Survey of Professional Forecasters), which are
typically based on a much richer information set. Moreover, their model
performs especially well during recessions, when good forecasts are in
high demand.

Variations in the unemployment stock are driven by inflows and out-
flows. In a recession unemployment may rise because rising numbers of
workers lose their jobs, or because it has become harder for those who
are jobless to find new jobs, or a combination of both. Vice versa, in an
expansion the fall in unemployment may be driven both by fewer job separ-
ations and by higher job finding rates. Such movements of workers into
and out of unemployment respond to potentially different driving forces
and have different time-series properties. Moreover, the contributions of
inflows and outflows to the change in unemployment may vary over the
business cycle, leading to an asymmetry whereby unemployment rises
much faster in recessions than it falls in expansions. Attempts to capture
this asymmetry with univariate time-series models for the unemployment
stock would typically require highly nonlinear processes, explicitly allow-
ing for regime switches between recessions and expansions. A more trans-
parent and effective alternative consists in separately predicting each flow
with simple techniques, and then combining the predictions to forecast the
unemployment rate. This allows one to capture in a simple and intuitive
fashion the asymmetric nature of unemployment movements, without the
need to introduce relatively ad hoc nonlinearities in univariate models.

Although the base forecast model that Barnichon and Nekarda propose
considers a labor market with two states, employment and unemployment,
they also show that data on flows in and out of the labor force can improve
the forecast further. Not all those who leave unemployment find jobs: some
do, while others leave the labor force altogether. Similarly, not all those
who leave a job become unemployed, as some will choose to leave the labor force. Finally, additions to both the employment and unemployment stocks may originate from outside the labor force. Understandably, movements into and out of the labor force may have different determinants and different statistical properties than flows between employment and unemployment; thus, modeling flows in a three-state labor market model delivers better predictions when unemployment fluctuations are accompanied by changes in the size of the labor force, as was the case during the latest recession in the United States.

This paper combines state-of-the-art theory of equilibrium unemployment (see, for example, Pissarides 2000) with simple econometric techniques to provide an extremely insightful analysis of unemployment fluctuations. In the remainder of this comment I will discuss three issues. The first concerns the novel contribution of the paper’s analysis to previous work on unemployment forecasts. The second is related to the separate roles of inflows and outflows in driving unemployment and how these may affect the paper’s main conclusions. I will conclude with a discussion of unemployment forecasts during the Great Recession.

The simplest family of forecasting models is that based on univariate linear processes, such as the ARIMA process. When applied to unemployment time series, these linear models by their nature are not very good at reproducing asymmetric unemployment movements over the business cycle. Univariate nonlinear models such as switching autoregressive models introduce separate autoregressive components in recessions and expansions, and thus in principle are better suited to capturing asymmetric fluctuations. However, Alan Montgomery and others (1998) show that, in general, these nonlinear models offer little improvement on forecasts based on simple ARIMA processes, although their predictive power improves slightly during recessions. Multivariate linear processes like those in VAR models make use of available information on potential leading indicators of the unemployment rate to produce forecasts. The typical leading indicator used is the number of initial claims for unemployment insurance, and its inclusion in VAR models of unemployment moderately reduces the forecast error with respect to ARIMA models during recessions (Montgomery and others 1998).

The main forecast approach proposed in this paper estimates separate VAR models for the series of inflows into and outflows out of unemployment. The leading indicators included are the number of newly posted vacancies (the help-wanted index) and initial unemployment insurance claims. These forecasts are then fed into the law of motion for unemploy-
ment, and the resulting forecast (what the authors call the SSUR-2 model forecast) outperforms the forecasts of several other time-series models at all horizons (see the authors’ table 2). In particular, the SSUR-2 model reduces the forecast error by 28 to 30 percent relative to the ARIMA model. As the SSUR-2 model in principle improves on the ARIMA index on two dimensions (the implied nonlinearity and the extra information provided by the leading indicators used), it is important to quantify the relative merit of each dimension. This is done in the paper by comparing the SSUR-2 model forecast with a forecast stemming from a VAR model for the unemployment stock that uses the same leading indicators. In this case the reduction of the forecast error is about 18 to 20 percent. In other words, only about two-thirds of the improvement achieved by the SSUR-2 model is due to recognizing asymmetries in unemployment dynamics, while the rest comes from the use of a richer set of covariates. This is not to diminish the authors’ claim that allowing for asymmetries in unemployment fluctuations greatly improves on previous unemployment forecasts. Rather it is meant to acknowledge the role played by these other leading indicators of unemployment. As the use of two extra variables in the VAR model yields an important improvement over the ARIMA forecast, one can imagine that even better forecasts might result from incorporating a richer set of leading indicators into the SSUR-2 model, including, most notably, aggregate demand indicators.

The second issue concerns the paper’s emphasis on inflows into unemployment as the key to understanding the power of the forecast model proposed, and ultimately to understanding unemployment fluctuations. The authors rightly point out that these fluctuations are highly asymmetric, and variations in the rate at which workers separate from existing jobs can in principle account for this asymmetry. To see this, note that in each period the rate of unemployment \( u_t \) converges to its steady-state value according to the following law of motion

\[
\begin{align*}
    u_t &= \beta u_t^* + (1 - \beta) u_{t-1},
\end{align*}
\]

where \( u_{t-1} \) denotes the unemployment rate in the previous period, \( u_t^* \) denotes the steady-state unemployment rate and \( \beta \) denotes the rate of convergence to that rate. Unemployment inflow and outflow rates (\( s_t \) and \( f_t \), respectively) determine both steady-state unemployment and the rate at which the economy is converging to that steady state. In particular, \( u_t^* = \frac{s_t}{s_t + f_t} \), and thus steady-state unemployment is higher, the higher the ratio of job separations to new hires, and \( \beta_t = 1 - \exp(s_t + f_t) \), in turn
implying that a labor market with high turnover (through inflows or outflows or both) will converge to its steady state faster. Consider the case in which unemployment fluctuations at business cycle frequencies are driven by fluctuations in the unemployment inflow rate. In a recession, the rise in the inflow rate raises both steady-state unemployment and the rate at which the economy converges to it, leading to a sharp increase in unemployment. In the following expansion, when the inflow rate reverts to its prerecession level, steady-state unemployment falls but convergence to its new value is slower, and the resulting fall in the unemployment rate is thus more gradual.

This mechanism is quite intuitive but may not fit the evidence so well if unemployment fluctuations have an important outflow component as well. To take a simple example, if unemployment fluctuations were solely driven by fluctuations in its outflow rate, my equation 1 would imply that unemployment rises slowly in recessions and falls sharply in expansions. Although this represents an extreme scenario, evidence on labor market flows clearly indicates that fluctuations in the outflow rate cannot be easily overlooked. Indeed, the recently renewed interest in the “ins and outs of unemployment” was largely prompted by Robert Hall’s Review of Economic and Statistics lecture, and in particular his claim that “In the modern U.S. economy, recessions do not begin with a burst of layoffs. Unemployment rises because jobs are hard to find, not because an unusual number of people are thrown into unemployment” (Hall 2005, p. 397). There is now a large and growing literature that decomposes unemployment fluctuations over the business cycle into inflow- and outflow-driven components. Robert Shimer (2012) reports findings that are close in spirit to Hall’s (2005) claim, concluding that fluctuations in the job finding probability account for three-quarters of unemployment fluctuations in the postwar period, and even more than that in the past two decades, including the Great Recession. Other papers (such as Elsby, Michaels, and Solon 2009, Fujita and Ramey 2009, and Barnichon 2012) use slightly different measurements and methodologies from those in Shimer (2012) and agree in documenting more balanced roles of inflows and outflows in accounting for unemployment cycles. Even so, the common thread is that the outflow rate from unemployment is responsible for at least half of the observed unemployment dynamics over the business cycle.

Given the existing evidence, one may regard this paper’s emphasis on the role of unemployment inflows as less than fully justified. Indeed, one of the leading indicators of unemployment used is the help-wanted index, which is one of the main determinants of the job finding rate, and this is
shown to improve the unemployment forecasts relative to models with a poorer information set. This result in itself stresses the role of the outflow rate in an unemployment forecast model. A final observation on the inflow-outflow split is provided by the bottom two rows in the authors’ table 2, which illustrate what happens to unemployment forecasts when one shuts off the feed from either flow on the unemployment rate and predicts unemployment solely from a VAR model for the other flow. Whether one shuts down the inflow or the outflow channel, the forecast error is virtually identical at all horizons, again emphasizing the importance of both flows.

My third issue addresses the predictive power of a flow-based forecast model applied to data from the Great Recession. The labor market downturn that accompanied that recession in the United States delivered the sharpest increase in unemployment of the postwar era: the jobless rate doubled within 2 years, reaching a peak of 10 percent by the end of 2009. The recovery that followed was slow and uneven. When used to forecast these developments, the SSUR-2 model tends to fare worse than in previous recessions, and worse than the SPF. One possible explanation rests on the forecast used for the unemployment outflow. In other words, my previous concern about adequately recognizing the role of the exit rate from unemployment applies even more forcefully to the Great Recession, which was marked by an unprecedented fall in the exit rate from about 50 percent in early 2008 to 24 percent in late 2010 (see Elsby, Hobijn, and Sahan 2010 and Elsby and others 2011). Such a sharp and massive fall may be hard to forecast accurately with the VAR specification adopted. Moreover, the consequent increase in the incidence of long-term unemployment would hinder recovery, insofar as job finding rates fall with unemployment duration, further complicating subsequent unemployment forecasts. This problem calls for richer models for outflow forecasts, possibly taking into account the distribution of duration across unemployment spells.

The other potential explanation for the relative failure of the SSUR-2 model since 2007 stems from another unique feature of the Great Recession, namely, the record fall in labor force participation since the end of 2008—its steepest decline since the 1950s (Elsby and others 2011). As noted above, a two-state labor market model will fail to capture these developments, but this is precisely where the authors’ flow model can substantially improve the forecast, by incorporating flows into and out of the labor force as their SSUR-3 model does. Although the behavior of the labor force participation rate was largely acyclical during 2007 and 2008, the forecast miss of the SSUR-3 model was indeed quite similar to that of the SSUR-2 model. But since labor force participation started to fall in early
2009, the SSUR-3 model has tended to outperform the SSUR-2, and at times the SPF as well. This again highlights how modeling labor market flows can deliver a simple yet powerful and versatile toolkit for forecasting unemployment.

REFERENCES FOR THE PETRONGLO COMMENT

GENERAL DISCUSSION John Haltiwanger commended the paper’s focus on unemployment flows but suspected that its model did not predict outflow rates very well, and those were precisely the puzzle in today’s economy. He pointed out that the 1981–82 recession looked similar to the most recent recession on the inflow side but that the two differed greatly on the outflow side, with the earlier recession showing a much swifter recovery. The paper’s emphasis on inflows, in Haltiwanger’s view, caused it to miss that difference.

George Perry felt that the authors were being too hard on themselves in comparing their model’s predictions with those of the Greenbook and other professional forecasters: whereas the latter drew on a great variety of information sources, the authors’ model limited its information set to employment flows alone. He thought the fact that the model did so well in that comparison despite its restricted information set should be applauded.
Ricardo Reis was enthusiastic about the paper but was dissatisfied with its theoretical justification of its flows-based approach. He could think of reasons why the approach might do worse than the traditional approach in theory even though it seemed to do better in practice: the job finding and job separation rates could vary greatly, for example, or the unemployment rate might be more linear than the job finding and job separation rates, in which case the model’s linear VAR estimate would not yield better estimates than a traditional model. Reis also agreed with Barbara Petrongolo that the flow-based approach might not be providing additional information. He therefore thought the authors needed to explain more convincingly why their approach worked as well as it did.

Reis also raised an issue of forecast methodology: is it better to forecast the sum of two rates directly or to forecast each rate separately and sum the forecasts? He argued that the first approach works better in the case of GDP and wondered why the authors believed the second was better for unemployment. Similarly, Reis asked, was it better to forecast the unemployment rate one year out directly or to forecast for each month or quarter iteratively to arrive at an annual estimate?

Robert Moffitt noted that the aggregate unemployment rate is disproportionately affected by the long-term unemployed. Given that fact, he wondered whether the model’s predictive ability could be improved by categorizing the unemployed by duration of unemployment and then estimating flows between lengths of unemployment.

Justin Wolfers, citing the importance of revealed preferences, asked Jan Hatzius whether Goldman Sachs had begun running a flow-based model of unemployment. Hatzius replied that it had.

Valerie Ramey suggested that the authors compare their results against those in a 2005 paper by James Hamilton, which also noted the asymmetries and nonlinearities in the unemployment rate. Hamilton used a three-stage Markov model, and Ramey suggested that some of his techniques might be incorporated into the authors’ flow model.

Robert Hall suggested using aggregate labor demand to predict whether unemployment would increase or decrease and then using a labor matching function to estimate the job finding rate. He also suggested that one reason the authors’ model outperformed those of professional forecasters might be simply that the latter pay less attention to the unemployment rate than to other macroeconomic variables and therefore devote fewer resources to forecasting it.

Responding to the discussion, Regis Barnichon said that he and Nekarda understood the intuition behind their model’s success to have two parts: the
first was their simple bathtub analogy, which says that, given flows, one can calculate what the future stock will be. However, to do that, one first needs to forecast the flows, and the model is good at forecasting unemployment because the flows are sufficiently persistent to be well predicted over the time needed to converge to steady state. The second part was that their model can capture the asymmetry in unemployment, because the asymmetry comes from the different behavior of the inflow and outflow rates over the cycle. In recessions, inflows rise rapidly but also revert to the mean rapidly, while outflows fall and rise more gradually.

Barnichon explained that their three-stage model does not explain the unemployment rate well before 1990 because the data for that period are of much poorer quality. When better data become available, the forecasts of the three-stage model should improve substantially. Replying to Haltiwanger, Barnichon said that the model does not predict the outflows to unemployment well because it does not address the efficiency matching problem. But the model uses a 15-year rolling window to predict the outflow rate and thus slowly incorporates the fact that the outflow rate has fallen below historical norms.

Christopher Nekarda added that the model is methodologically very simple: flows are estimated by a linear VAR model. Additional information about these flows would substantially improve the forecast. As Barnichon had noted, the model has a strong tendency to revert to historical means, and that was one reason the model performs poorly after 2007: actual unemployment outflows have been much lower than their historical average. Nekarda agreed with Hatzius that the unemployment rate is noisy but argued that a threshold is used precisely to overcome the noise. Thus, the model’s early forecasts remain valuable. Lastly, Nekarda agreed with Moffitt that examining differences in unemployment duration might be valuable, but he conjectured that because duration is determined by the flows, integrating over the flows would reproduce the duration of unemployment.