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THE PAST TWO DECADES have witnessed intense competition among
theories attempting to explain macroeconomic behavior. Alternative
theories have made claims with respect both to the purity of their
methodology and to their ability to explain the ‘‘facts.”” This paper
reviews the ability of three of the major competitors—new classical,
traditional Keynesian, and what we call new Keynesian theories—to
explain what we take to be the most important stylized facts. Our
perspective is unabashedly biased: we believe that new Keynesian
theories—particularly those focusing on the consequences of imperfec-
tions in the capital, goods, and labor markets arising from imperfect and
costly information—provide the best available explanation.!

Some Words on Methodology

Because our objective is to persuade the reader why these new
Keynesian theories should be taken seriously, and because methodolog-
ical issues have been frequently raised in discussions of theory assess-
ment in recent years, we comment briefly on these issues.

We do not provide here an econometric test of a well-articulated

Thanks are due for helpful comments to members of the Brookings Panel.
1. By ‘“‘imperfections,’”’ we mean deviations in these markets from that characteristic
standard, neoclassical markets with perfect competition and perfect information.
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version of our model and contrast it with a version of the alternative
theories. Eventually, we hope, such a test will be conducted. But tests
ofrelativity theory were not based on a statistical comparison of goodness
of fit between the Newtonian and relativity views of the world. A far
more powerful test—and one that was actually used—was to find
circurnstances in which the two theories yielded markedly different
predictions and to see which did better on these crucial tests. That is the
approach we take here.2 We look for certain crucial facts and ask whether
they are in accord with the theory.

Economic theory is, from some perspectives, too rich. Essentially
any function that is homogeneous of degree one in the full set of prices
could be a demand function: economic theory places no further restric-
tions on the form of such a function. Rationality simply does not buy us
enough. Conventionally, what macroeconomists mean by a theoretically
derived model is one that is consistent not just with rational behavior,
but with some strongrestrictions, suchasthatallindividualsareidentical.
We know that all individuals are not identical, and it is here that the ‘‘as
if”” story begins. We also know that a model with identical individuals
cannot explain some important aspects of macroeconomic behavior—
that some individuals lend others money or that some individuals are
unemployed while others are not.

Nevertheless, we can still ask whether such a model can explain
aggregates such as wages, prices, employment, and output. Again, to
get any meaningful results, we must further restrict the model. If we
allow preferences and technology to shift in an arbitrary way from period
to period, it is not difficult to write down functions for which the number
of parameters is equal to the number of data points. We have an
identification problem of immense proportions. Innumerable models
could fit the data perfectly.

Studies of each of the principal markets of the economy provide
natural restrictions. We do not want a separate microeconomic theory
and macroeconomic theory—that is a point upon which by now most
participants in the debate agree—or a separate microeconometrics and
macroeconometrics. And we know more than just the results of cross-
section econometric studies: we know, forinstance, that most economies

2. We suspect that there is some loss function for which our crucial-tests approach
represents a good approximation to a properly specified Bayesian approach.
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have not experienced technological regress, even if the rate of techno-
logical progress may have varied from time to time. Thus, in looking for
crucial tests we will examine a wide range of stylized facts, both
macroeconomic and microeconomic, that characterize business-cycle—
related behavior.

To narrow the range of potential stylized facts about business cycles
to amanageable number that might usefully distinguish, or perhaps more
properly, begin to distinguish, the validities of various business-cycle
theories, we applied two significant criteria. First, we required a clear
indication that the facts in question are true. For example, evidence
concerning the relationship between output and monetary aggregates is
often contradictory. In simple terms, some monetary aggregates may
vary procyclically, some countercyclically. However, attempts to move
beyond this insight to define more usefully the temporal relationships
involved have produced few confident conclusions.? Second, we re-
quired a clear connection between the facts at issue and the different
broad theoretical approaches to explaining business cycles. For exam-
ple, much information has been collected about the sequence in which
shifts in orders, shipments, and output occur in cyclical fluctuations.
However, while the data suggest the existence of recurrent patterns in
this sequence, it is not clear how realistically formulated traditional
Keynesian, new classical, and new Keynesian models would differ in
this regard.*

3. An example is the large and growing literature on the causal relationship between
various kinds of initiating ‘‘shocks,”” both nominal and real, and fluctuations in output.
See, for example, Christopher A. Sims, ‘‘Money, Income, and Causality,” American
Economic Review, vol. 62 (September 1972), pp. 540-52; Christopher A. Sims, ‘‘Compar-
isons of Interwar and Postwar Business Cycles: Monetarism Reconsidered,’” American
Economic Review, vol. 70 (May 1980, Papers and Proceedings, 1979), pp. 250-57; Robert
B. Litterman and Laurence Weiss, ‘“‘Money, Real Interest Rates, and Output: A Reinter-
pretation of Postwar U.S. Data,”” Econometrica, vol. 53 (January 1985), pp. 129-56;
Olivier J. Blanchard and Mark W. Watson, ‘‘Are Business Cycles All Alike,’’ in Robert
Gordon, ed., The American Business Cycle: Continuity and Change (University of Chicago
Press, 1986), pp. 123-56; and Ben S. Bernanke, ‘‘ Alternative Explanations of the Money
Income Correlation,’’ in Karl Brunner and Allan H. Meltzer, Real Business Cycles, Real
Exchange Rates, and Actual Policies (Amsterdam: North-Holland, 1986), pp. 49-99.

4. Arthur Okun examines the predictions of new classical models against such cyclical
variables and finds the models wanting. See his ‘‘Rational-Expectations-with-Mispercep-
tions as a Theory of the Business Cycle,”” Journal of Money, Credit and Banking, vol. 12
(November 1980, part 2), pp. 817-25 (Brookings Reprint 376). For a discussion of such

cyclical variables, see Victor Zarnowitz, Orders, Production, and Investment—A Cyclical
and Structural Analysis (New York: National Bureau of Economic Research, 1973).
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While attempts to describe business cycles empirically have a long
tradition, recent work has tended to concentrate on postwar business
cycles in the United States, and many stylized facts are based primarily
on that experience.” However, the major theoretical explanations of
business cycles apply generally to developed industrial economies. For
this reason, the information presented below will focus not just on the
postwar United States but on other developed economies and on prewar
history of both the United States and other developed economies. Data
are presented primarily for the United States, West Germany, Great
Britain, Japan, and Australia (as a southern hemisphere economy with
relatively mild seasonal weather changes), but also selectively for the
Netherlands (as a small open economy). For the prewar period, particular
attention is paid to the Great Depression as an extreme and, therefore,
potentially highly revealing experience. The data presented are quar-
terly, where available, and annual otherwise.® The stylized facts that
emerge from both these data and a collateral examination of the large
related literature have been organized according to the three major
markets for labor, capital, and goods upon which traditional macroeco-
nomic analyses have been based. We suspect that experts in the data
may quarrel with the detail of some of these facts. But we suspect that
unless some agreement can be reached about what macroeconomic
observations a theory is supposed to explain, there is little hope of
reaching agreement about what is a good theory.

After presenting the stylized facts, we present three alternative

S. For a recent survey, =+ Victor Zarnowitz, ‘‘Recent Work on Business Cycles in
Historical Perspective: A Review of Theories and Evidence,”” Journal of Economic
Literature, vol. 23 (June 1985), pp. 523-80. International data on business-cycle charac-
teristics were analyzed recently in Edward C. Prescott, ‘‘Can the Cycle Be Reconciled
with a Consistent Theory of Expectations’’ (Federal Reserve Bank of Minneapolis, May
1983); John B. Taylor, ‘‘Differences in Economic Fluctuations in Japan, the United States,
and Europe’ (Stanford University, April 1987); Lawrence H. Summers and Sushil
Wadhwani, ‘‘Some International Evidence on Labor Cost Flexibility and Output Varia-
bility,”” Discussion Paper 1353 (Harvard Institute of Economic Research, November
1987); and John Pencavel, ‘‘The Classical Unemployment Hypothesis and International
Comparisons of Labor Market Behavior,”” CEPR Publication 110 (Stanford University,
July 1987).

6. Quarterly data are used because annual data tend to obscure the impact of cycles
by averaging over periods that typically include parts of several phases of the traditional
business cycle (for example, the year 1981 includes part of the recovery from the 1980
recession and part of the descent into the trough of the 1981-82 recession), and monthly
data raise serious difficulties of seasonal adjustment and high-frequency noise.
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theories—traditional Keynesian models, the real business-cycle variant
of new classical theory, and new Keynesian theory—and ask to what
extent they address, or are consistent with, these observations. Our
purpose is not to present a complete articulation of these alternative
theories. We confront stylized versions of theories with stylized facts.
We have every confidence that versions of each of the theories with
sufficient epicycles could be constructed with sufficient degrees of
freedom to be consistent with most if not all of the facts, but that is
hardly a test of a theory.

Characteristics of Business Cycles

We now present stylized facts that any viable model of the business
cycle should be able to explain. The variables are organized around the
markets for goods, capital, and labor.

GOODS MARKETS

The traditional way of characterizing business cycles is as contem-
poraneous deviations from an appropriate trend growth in the level of
activity in many, if not all, industries—deviations that are reflected in
deviations in the overalilevel of seasonally adjusted GNP and that persist
for several quarters. Table 1, which presents the variances and lagged
correlations of differences between actual and trend levels in the log of
real GNP, illustrates the cyclical deviation of output from trend. We
calculated trend GNP by fitting a piecewise linear function, linear over
four-year periods, to logged actual GNP. We did so for the complete
available quarterly data for the United States, Japan, West Germany,
Great Britain, and Australia; for the period 1967-86 for the United States,
Japan, West Germany, and Great Britain; and for the earlier interval
194766 for the United States. In every case, serial correlation of the
trend deviations is positive, confirming widely reported results in a
similar vein, by Edward Prescott among others, although the method of
trend-fitting used here differs from many of those used elsewhere.”

An issue has, however, arisen over the interpretation of the data

7. See Prescott, ‘‘Can the Cycle Be Reconciled with a Consistent Theory of Expecta-
tions,”” and Zarnowitz, ‘‘Recent Work on Business Cycles in Historical Perspective.’’
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presented in table 1. The traditional reading of such data is that actual
output tracks a steadily growing level of trend, or full-employment,
output and, thus, that business cycles are temporary, if persistent,
deviations from the path of full-employment output. An alternative view,
first put forward by Charles Nelson and Charles Plosser, would produce
observed patterns of output variations similar to those in table 1.8 That
view is that trend output itself is simply the sum of permanent, or near-
permanent, single-period shocks to output—in other words, that there
is a unit root, or near-unit root, in the stochastic process governing
levels of output. Under these conditions, output changes continue to be
persistent, but such a characterization of macroeconomic reality appears
to require a reinterpretation of theoretical macroeconomic models. In
fact, as described below, models in which there is either learning by
doing or fluctuating investment in productivity-improving innovations
yield such random walk behavior in a context much like traditional
macroeconomic models.® Estimation techniques must, however, be
adjusted to accommodate the nonstationarity associated with the pos-
sible existence of unit roots.

The simplest way to do so is to examine output fluctuations in terms
of first differences in the log of GNP. We fitted a piecewise linear function
to changes in the log of real GNP and examined the standard error and
serial correlation of the residuals—that is, the difference between actual
and trend growth rates in real GNP. The piecewise linear function, again
with four-year periods, was fitted to growth rates to eliminate long-term
changes in growth that might otherwise be interpreted as positive serial
correlation of successive changes in real GNP. The results are also
reported in table 1.

Here no clear pattern emerges. For the United States in 1947-66,
1967-86, and in the postwar period as a whole, successive deviations in

=+ Charles R. Nelson and Charles I. Plosser, ‘‘Trends and Random Walks in Macro-
economic Time Series: Some Evidence and Implications,’’ Journal of Monetary Econom-
ics, vol. 10(September 1982), pp. 139-62. See Francis X. Diebold and Glenn D. Rudebusch,
“Long Memory and Persistence in Aggregate Output’ (Washington, D.C.: Board of
Governors of the Federal Reserve System, January 1988); and J. Bradford Delong and
Lawrence H. Summers, ‘‘Assessing Macroeconomic Performance: An Output Gap
Approach’’ (Harvard University, March 1988), for recent contributions to and summaries
of this literature.

9. See Bruce C. Greenwald, Meir Kohn, and Joseph E. Stiglitz, ‘‘Financial Market
Imperfections and Productivity Growth’’ (Princeton University, May 1988), foranexample
of such a model.
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changes in output are positively serially correlated, suggesting that there
is no immediate reversion to trend and a very strong form of persistence.
However, successive changes are negatively correlated in Great Britain,
Australia, Japan, and West Germany, suggesting some slight reversion
to trend.°

The important result to note is that, on average, fluctuations in output
in the postwar period appear to be ubiquitous and closely similar in size
across national economies. This point, emphasized by Robert Lucas,
emerges from the surprising similarity across major industrial countries
in the standard deviations of output fluctuations, whether measured in
terms of levels or changes.!!

In terms of levels, standard deviations during 1967-86 differ across
Japan, West Germany, Great Britain, and the United States by only 14
percent. Even during significantly different periods the range of standard
deviations among these four countries and Australia runs from 1.48
percent per quarter for Japan to 2.04 percent per quarter for the United
States. Data for the United States cover 1947 to 1986; for the other
countries, they cover periods beginning in the 1960s and going through
1986. Excluding the United States, the greatest quarterly variation is
1.75 percent for Great Britain.

Moreover, the ordering among countries is sensitive both to the period
of estimation and to the method of calculating deviations. For example,
Japanese output appears to be slightly more volatile than U.S. output
during 1967-86 but, as estimated by John Taylor, substantially less so
during 1976-86.12 In terms of changes, Japanese volatility between 1967
and 1986 appears to be slightly lower than U.S. volatility (see table 1).
However, using annual data and polynomials to establish trend growth,
Lawrence Summers and Sushil Wadhwani find Japanese volatility sig-
nificantly greater than that in the United States.!3 Prescott finds approx-
imately equal volatilities among all five countries covered here, with

10. None of this is evidence either way for a unit root, because reversion to trend may
occur only with a long lag. In fact the debate on this point is inconclusive since the relevant
tests have low power. See Diebold and Rudebusch, ‘‘Long Memory and Persistence in
Aggregate Output.”

11. Robert E. Lucas, Jr., Studies in Business Cycle Theory (MIT Press, 1981).

12. Taylor, ‘‘Differences in Economic Fluctuations in Japan, the United States, and
Europe.”’

13. Detailed analysis in both Taylor, ‘‘Differences in Economic Fluctuations in Japan,
the United States, and Europe,”” and Summers and Wadhwani, ‘‘Some International
Evidence on Labor Cost Flexibility and Output Variability,”” indicates at least partially
the extentto which their United States-Japan differences depend onthe particularapproach



Bruce C. Greenwald and Joseph E. Stiglitz 215

Japan having slightly greater volatility than the United States.'* John
Pencavel, examining annual data for France, Germany, Italy, Sweden,
Great Britain, Japan, the United States, and Canada from 1957 through
1984, found standard deviations of changes in the detrended log of real
output running from 3 percent (Japan) to 1.8 percent (Sweden), with
only these two outside of a range from 2.2 percent to 2.5 percent. !> Thus,
despite widely different institutional structures, such as those in labor
markets and financial markets, there appear to be only minor differences
in output volatilities. ¢

Examining differences in volatility over time leads to a broadly similar
conclusion. The standard deviation of differences between actual and
trend output in the United States fell only slightly, from 2.27 for 1947-
66 to 1.88 for 1967-86. Measured using first differences, the volatilities
are almost identical for the two periods. In historical comparisons over
alonger period, the traditional view was that pre-Depression volatilities
were substantially higher than post-World War II volatilities.!” More
recently, it has become clear that a significant part of the discrepancy
has been due to the statistical methods used to construct historical series
on output and employment. '8

An analysis of the extent to which fluctuations in the outputs of
individual industries have historically been due to aggregate national
economic conditions as opposed to industry-specific conditions that

used. When Taylor examines Japanese and U.S. volatilities for 197286, he finds that the
ratio falls to 1.5 (in favor of Japan) from 2.3, while the ratio of European-Japanese
deviations falls from 1.5 for 1976-86 to 1.1 for 1972-86. For Summers and Wadhwani, the
United States-Japan volatility ratio rises from 0.32, when the log of GNP is fitted with a
linear trend, to 0.99 when a quintic trend is used.

14. Prescott, ‘‘Can the Cycle Be Reconciled with a Consistent Theory of Expecta-
tions.”’

15. Pencavel, ‘“The Classical Unemployment Hypothesis and International Compar-
isons of Labor Market Behavior.”’

16. Summers and Wadhwani, ‘‘Some International Evidence on Labor Cost Flexibility
and Output Variability,’’ reach a similar conclusion regarding labor market institutions.
Although they find marked international differences in volatility, these appear to be
unrelated to any other differences in the economies involved (for example, wage flexibility,
size, and the importance of international trade).

17. See Zarnowitz, ‘‘Recent Work on Business Cycles in Historical Perspective.”’

18. See Christina Romer, ‘‘Spurious Volatility in Historical Unemployment Data,’’
Journal of Political Economy, vol. 94 (February 1986), pp. 1-37; Christina D. Romer,
*“The Pre-War Business Cycle Reconsidered: New Estimates of Gross National Product,
1869-1980"" (Princeton University, February 1987); and Robert J. Gordonand John Veitch,
“Fixed Investment in the American Business Cycle,”” in Gordon, ed., The American
Business Cycle, pp.267-335, for alternative views.
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apply to particular industries across national boundaries was carried out
by Alan Stockman.!® By decomposing the variances in industry outputs
into a national component (common across industries within a national
economy), an international industry component (common within the
same industry across countries), and a random disturbance, Stockman
found that the national variance components were larger than the
industry components.

By the same token, it should be noted that the impact of individual
events like the Depression may vary widely across economies, as we
will show later.

Data on price changes comparable to the output change data in table
1 are given in table 2 for the period 1967 through 1986. The data are
calculated as deviations of inflation rates from trend. Aggregate produc-
ers’ price inflation tends to be characterized by more persistence than
changes in output. Serial correlations in deviations of price changes (that
is, inflation rates) from trend are uniformly positive at one- and two-
quarter lags compared with serial correlations of deviations of output
changes from trend that are as often negative as positive at these lags
(see table 1). The magnitudes of the positive serial correlations in
deviations of price change are uniformly larger than the corresponding
correlations of deviations of output changes from trend.

One obvious interpretation of the greater persistence of nominal price
changes is that they merely track persistent changes in money supply
levels that are generated, in turn, by a money supply rule that accom-
modates past changes in price levels. An alternative explanation is that
the persistence of price changes is due to rigidities in the price-setting
process (due, for example, to menu costs associated with price changes).
Evidence distinguishing between these possibilities is provided by
Robert Barro and by Robert Gordon.?® They estimate the impact of
unexpected money supply changes on both output and prices. Barro,
examining postwar U.S. data, found that while the response of output

19. Alan C. Stockman, ‘‘Sectoral and National Aggregate Disturbances to Industrial
Output in Seven European Countries,”” Working Paper 2313 (NBER, July 1987).

20. See Robert J. Barro, ‘‘Unanticipated Money, Output, and the Price Level in the
United States,”” Journal of Political Economy, vol. 86 (August 1978), pp. 549-80; and
Robert J. Gordon, ‘A Century of Evidence on Wage and Price Stickiness in the United
States, the United Kingdom, and Japan,’’ in James Tobin, ed., Macroeconomics, Prices,
and Quantities: Essays in Memory of Arthur M. Okun (Brookings, 1983), pp. 85-121. Julio
J. Rotemberg, *‘Sticky Prices in the United States,”’ Journal of Political Economy, vol.

90 (December 1982), pp. 1187-1211, reaches a similar conclusion from a rational expecta-
tions model of price and output changes.
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Table 2. Variation of Inflation Rates from Fitted Trends, Selected Countries, 1967-86*

Standard
deviations Correlations
of variations of inflation
from trend  variations
(percent  with output

Serial correlations of
variations from trend

Inflation measure change) variations 1lag 2lags 3lags 4 lags
United States

Producers’ prices 1.87 0.562 0.365 0.294 0.152 0.279

Intermediate goods prices 1.49 0.534 0.683 0.302 0.038 —0.039

Raw materials prices 3.49 0.377 0.068 0.114 0.118 —0.011

Japan

Producers’ prices 2.37 0.431 0.605 0.386 0.160 —0.014

Intermediate goods prices 3.03 0.506 0.713 0.396 0.157 —0.013

Raw materials prices 5.56 0.392 0.595 0.336  0.051 —0.095
West Germany

Producers’ prices 1.37 0.638 0.395 0.082 0.005 0.024

Intermediate goods prices 2.32 0.619 0.567 0.197 0.094 —0.055

Raw materials prices 2.22 0.640 0.607 0.260 0.126 —0.065
Great Britain

Producers’ prices 1.31 —0.059 0.467 0.233 —0.008 —0.223

Raw materials prices 5.04 0.232 0.209 0.152 —0.063 —0.150

Australia®
Producers’ prices 2.79 0.158 0.159 0.244 0.121 —0.146

Source: Same as table 1.
a. Quarterly data. The trend was calculated using a piecewise linear trend over four years.
b. 1968-86.

to unanticipated money supply changes is essentially complete in three
years, the price level response continues to be significant at a lag of five
years. In the absence of price rigidities, the response profiles should be
of similar durations. Gordon performed similar tests over an extended
period for the United States, Great Britain, and Japan, reaching the same
conclusion.

Further aggregate evidence on price stickiness is provided by James
Poterba, Julio Rotemberg, and Lawrence Summers, who found that
changes in the composition of the tax burden between income and
indirect business taxes such as the value added tax significantly affected
the aggregate level of real economic activity, even when there was no
shift in aggregate tax rates.?! That finding suggests that the associated

21. James M. Poterba, Julio J. Rotemberg, and Lawrence H. Summers, ‘A Tax-Based
Test for Nominal Rigidities,”” American Economic Review, vol. 76 (September 1986), pp.
659-75.
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shifts in the legal incidence of taxes were not fully reflected in subsequent
price adjustment and hence that there was nominal price inertia. William
Nordhaus has also described the stability of prices in the face of changing
demand conditions over the business cycle.?? Finally, Olivier Blanchard
notes the existence of significant lags in passing on price increases
through the chain of production from materials to intermediate to final
goods.?

Because these aggregate data are supported by microeconomic inves-
tigations that tend to find relatively long intervals between price changes,?
the available evidence indicates that price inertia plays a significant role
in product markets.?

Thus, takenasa whole, goods markets are characterized by persistent,
ubiquitous fluctuations in aggregate output, similar average magnitude
of output fluctuations across economies, and nominal price inertia.

CAPITAL MARKETS

Because information on real interest rates and actual employment of
capital goods is scarce,? this section focuses on the cyclical behavior of

22. William D. Nordhaus, ‘“Recent Developments in Price Dynamics,”” in Otto
Eckstein, ed., The Econometrics of Price Determination (Washington, D.C.: Board of
Governors of the Federal Reserve System, 1972), pp. 16-49.

23. OlivierJ. Blanchard, ‘“Aggregate and Individual Price Adjustment,”” BPEA, 1:1987,
pp. 57-109. For a survey of the price rigidity evidence, see Julio J. Rotemberg and Garth
Saloner, ‘“The Relative Rigidity of Monopoly Pricing,”” Working Paper 1943 (National
Bureau of Economic Research, May 1986).

24. See, for example, George J. Stigler and John Kindahl, The Behavior of Industrial
Prices (Columbia University Press, 1970); Dennis W. Carleton, ‘‘The Rigidity of Prices,”’
American Economic Review, vol. 76 (September 1986), pp. 637-58; a=+ Stephen G.
Cecchetti, ‘‘The Frequency of Price Adjustment: A Study of the Newsstand Prices of
Magazines,”’ Journal of Econometrics, vol. 31 (August 1986), pp. 255-74.

25. Evidence on at least relative price inertia is also provided directly in table 2. If
changes in relative raw materials prices are independent of changes in overall rates of
inflation, the first-order serial correlation in raw materials price inflation should be
approximately p[var(s)/var(s)] + (0.25){1 — [var(s)/var(s))]}, where p is the first-order
serial correlation in aggregate price inflation, var(s) is the variance in aggregate price
inflation, var(s;) is the variance in raw material price inflation, and 0.25 is a factor to
account for the bias introduced by using quarterly averages of monthly prices. The figures
in table 2 yield the implied serial correlations in relative raw materials price inflation for
Japan and West Germany of, respectively, 0.306 and 0.294. The actual serial correlations
are 0.595 and 0.607, respectively, which suggests that some degree of relative materials
price rigidity exists—at least in those countries.

26. See Frederic S. Mishkin, ““The Real Interest Rate: A Multi-Country Empirical
Study,”” Canadian Journal of Economics, vol. 17 (May 1984), pp. 283-311, for an attempt
to estimate ex ante real rates of interest.
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investment, or additions to the capital stock. As tables 3 and 4 show, for
all countries in all time periods, investment fluctuations are at least three
times as large as fluctuations in output, both when measured in terms of
first differences and when measured in levels. Many studies confirm this
insight.?” Again, as in the case of output, the United States is something
of an anomaly in the extent to which fluctuations in first differences of
investment are positively correlated over time, as they are both in 1947—
66 and in 1967-86 (see table 3).

The relative amplitudes of investment and output fluctuations, how-
ever, do appear to differ among economies. Whether measured in terms
of levels or first differences, investment fluctuations appear to be greater
relative to output fluctuations in the United States and Australia than in
Great Britain and West Germany; in turn, relative British and German
investment fluctuations appear to be greater than relative investment
fluctuations in Japan. From 1967 through 1986, the ratio of the standard
deviation of investment fluctuations to output fluctuations is about 60
percent greater for the United States than for Japan. Over a similar
period Australia’s ratio is more than twice that for Japan. Thus, although
the Japanese economy does not appear to experience smaller output
fluctuations than others, the associated fluctuations in investment do
seem to be less severe.

In terms of categories of investment, producers’ durable equipment
investment fluctuates less by all measures than investment as a whole
(seetable 5). Business construction in the United States, the only country
inthe sample for which separate data were available, appears to fluctuate
less than investment in producers’ durable equipment. For 1947-66, the
standard deviations of the gaps betweeninvestment and trend investment
were 6.2 percent for producers’ durable equipment and 3.8 percent for
business construction. For 196786, the durable equipment and business
construction figures were 6.5 percent and 6.1 percent, respectively.?

27. See Zarnowitz, ‘‘Recent Work on Business Cycles in Historical Perspective,”” or
Prescott, ‘“‘Can the Cycle Be Reconciled with a Consistent Theory of Expectations.’’
Prescott found a ratio of investment to output fluctuations of about 4.7.

28. These figures are for trends fitted to levels of investment, but similar results hold
for trends fitted to first differences. R. J. Hodrick and Edward C. Prescott, ‘‘Post-War
U.S. Business Cycles: An Empirical Investigation’’ (Carnegie-Mellon University, 1980),
find similar relative magnitudes for the United States. Also, a similar situation appears to
exist in the United Kingdom and West Germany, where total construction fluctuations are
comparable in size to producers’ durable equipment fluctuations and residential construc-
tion appears to be more cyclically sensitive than business construction.
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Fluctuations in consumer investment in durables, for which again only
U.S. data were available, appear to track those of producers’ durable
equipment investment.

Residential construction (see table 6) and inventory accumulation are
the two most volatile categories of investment, with amplitudes of
fluctuation generally greater than that of investment as a whole.

Measures of inventory investment fluctuations, like those calculated
for other categories of investment, could not be obtained because
episodes of negative inventory investment made itimpossible to calculate
complete series on proportional changes in inventory investment. The
greater volatility of inventories than investment as a whole can be
inferred from the fact that noninventory investment fluctuates less than
total investment. Also, Alan Blinder has demonstrated the significant
role that inventories play in business cycles, at least in the United
States.?

THE LABOR MARKET

As has been widely noted, variations in wages are at best weakly
procyclical, while hours and employment variations are strongly pro-
cyclical.’® If real wages are defined relative to producers’ prices, then

29. See, for example, Alan S. Blinder, ‘“‘Can the Production Smoothing Model of
Inventory Behavior Be Saved?”’ Quarterly Journal of Economics, vol. 101 (August 1986),
pp. 431-54. Data on other aspects of capital markets over the business cycle, notably
relating to financial structure, show systematic patterns within the United States. Space
limitations preclude our exploring these issues, other than to note that, of the three
approaches, only the new Keynesian speaks to these issues.

30. A large literature investigating the relationship of hours, employment, and real
wage changes has developed since Keynes made nominal wage rigidities central to his
theory of business cycles. Early contributors to this literature were John T. Dunlop, ‘‘The
Movement of Real and Money Wages,’’ Economic Journal, vol. 48 (September 1938), pp.
413-34; and Lorie Tarshis, ‘‘Changes in Real and Money Wages,’’ Economic Journal, vol.
49 (March 1939), pp. 150-54. More recent contributions include Patrick T. Geary and John
Kennan, ‘“The Employment-Real Wage Relationship: An International Study,”’ Journal
of Political Economy, vol. 90 (August 1982), pp. 854-71; Thomas J. Sargent, ‘‘Estimation
of Dynamic Labor Demand Schedules under Rational Expectations,”’ Journal of Political
Economy, vol. 86 (December 1978), pp. 1009-44; Joseph Altonji and Orley Ashenfelter,
““Wage Movements and the Labor Market Equilibrium Hypothesis,’’ Economica, vol. 47
(August 1980), pp. 217-45; Salih N. Neftci, ‘A Time-Series